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ABSTRACT 
Today, most geodetic networks are being measured by differential Global Positioning System 
(GPS). Nevertheless, producing optimal baseline configuration and optimal baseline weights 
"Mixture-Order Design" in designing stage are necessary pre-requisites for an accurate geodetic 
GPS network. In this paper, a very efficient method based on the concept of the genetic algorithms 
metaheuristic technique is developed for providing an efficient solution for Mixture-Order Design 
problem. In the present study, the proposed optimization modeling is applied only to determine 
which of the baselines could be deleted while adhering to the prescribed precision of the network, 
which may result in significant savings on the cost of the project. 

 من أفضل الطرق فى إنشاء الشبكات الجيوديسية حيث يمكن استخدامه فـى جميـع الظـروف                 GPSيعتبر نظام   
الجوية المختلفة ولا يحتاج إلى تبادل الرؤية بين النقاط المرصودة ويعطى دقة عالية تفوق مثيلتهـا مـن الطـرق                    

ويكون الحل الأمثل عند تصميم هذا النوع من الـشبكات هـو إختيـار          . مع سرعة انجاز العمل   المساحية الأخرى   
مع الأخذ في الإعتبار دقة الأجهزة المـستخدة        ) المسألة الأولي للتصميم  (أفضل خطوط القاعدة التي يمكن رصدها       

الطريقـة  "إعتباره المـسألتين    وقد تم خلال هذه الدراسة عمل نموذج رياضي يأخذ في           ). المسألة الثانية للتصميم  (
 وهي طريقة مـن طـرق       )طريقة رياضية حديثة   (بإستخدام الخوارزمية الجينية  " المختلطة أو المزدوجة للتصميم   

يمكن تصنيف هذه الطريقة كإحدي طرق الخوارزميات التطورية التي تعتمد علي تقليد عمـل              . الإستمثال والبحث 
وقد نجحت هذه الطريقة في تصميم وإيجاد القيم المثلـي للمتغيـرات     .  الطبيعة من منظور دارويني في الإصطفاء     

والتي تحقق متطلبـات    )إختيار خطوط القاعدة المثلي والتي ستعطي أفضل النتائج بأقل عدد ممكن          ( GPSلشبكات  
  .التصميم المختلفة
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1. INTRODUCTION  

For hundreds of years, surveyors used to rely on 
optical instruments and physical measuring devices 
(e.g. tape measures or chains). Optical instruments 
require direct line of site from the instrument to a 
target. Measuring tapes or chains require that the 
survey crew physically pass through all intervening 
terrain to measure the distance between two points. 
Surveying methods have undergone a revolutionary 
change over the last three decades with the 
deployment of the satellite navigation systems (e.g. 
Global Positioning System GPS). On the other hand, 
satellite systems equipment is very expensive 
compared with other methods, and this becomes 
crucial when the amount of work increases for large 
projects. A GPS network is distinctly different from a 
classical survey network in that no inter-visibility 
between stations is required. In GPS surveying, after 
defining the locations of the points for an area to be 
surveyed, GPS receivers will be used to map this area 
by creating a network of these coordinated points. 

These points, control stations within the context of 
surveying, are fixed on the ground and located by an 
experienced surveyor according to the nature of the 
land and the requirements of the survey. (Elshouny 
A.F., 2008).  

The main purpose of this study is to establish a 
new method based on genetic algorithms, which are 
inspired from population genetics, for optimizing the 
GPS surveying network problem (optimal baseline 
configuration and optimal baseline weights). The 
paper is organized as follows: A general framework 
is described for the optimization problem. Then, the 
search strategy of the proposed GAs technique, its 
structural elements and genetic operators are 
explained. Subsequently, a numerical case study has 
been applied to asses the performance of the 
proposed technique. Finally the conclusion and 
discussion of possible directions for future research 
are outlined.   
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2. DEFINITION OF THE OPTIMAZATION 
PROBLEM  

Historically, the design problems were defined 
and initially dealt with in the 1970s and the 1980s. 
The first studies-pioneered by Grafarend (1974) and 
Baarda (1973)- were collected in the classic book by 
Grafarend and Sanso (1986). 

 Optimization problem is usually classified into 
different orders. Determination of the optimum 
geometric design for a geodetic network, one of the 
classical design problem (FOD). There are also zero-
order, second-order, third-order and finally mixture 
(combined) order design problems. The zero-order 
design (ZOD), also called the datum problem, aims 
to datum definition: which restrictions are to be 
imposed on the model to find a solution that is free 
from the influence of fixed-coordinate in accuracies. 
Hence, in the ZOD datum points are the variables. 
The First-Order Design, also called the 
configuration problem, optimizes station positions 
and the observations to be made, this method aims at 
achieving mainly two items. First, it aims to achieve 
the optimal location of points of the network or the 
optimal geometry of the network. Second, it aims to 
achieve an optimal observational plan of the 
considered network. This means to determine what is 
to be measured, the type of measurements and its 
distribution all over the network. The Second-Order 
Design problem (SOD), also called the weight 
problem, aims to design the observations weights so 
that the solution is able to accomplish prescribed 
precisions. The variable in this problem is the 
observations' weight matrix. The Third-Order Design 
problem (THOD), also called the improvement 
problem, deals with optimal network densification. 
Finally, The Mixture Order Design problem (MOD), 
also called the combined design problem, where 
both the (FOD) and the (SOD) problems have to be 
optimally solved simultaneously. The variables in 
this problem are the observations' design matrix and 
the observations' weight matrix. In the current study, 
we concentrate on the mixture-order design problem 
and its solution. ( Berné J.L. et al., 2004). 

By considering the elements of the Least-square 
adjustment as free and fixed parameters, this 
classification can be characterized as shown in table 
(1). 

The optimal design problem to be considered 
here for a GPS relative survey campaign in this paper 
is to determine optimal baseline configuration and 
optimal baseline weight distribution of a GPS 
network (MOD), that will satisfy the required criteria 
with the minimum cost and ensure maximum 
homogeneity and isotropy conditions at the end of 
the optimization procedures. (Teke K. et al., 2008). 

 

2.1 Mixture Optimization Problem Formalization 
GPS network can be defined as a set of stations, 

co-ordinate by a series of sessions formed by placing 
receivers on the stations. (Saleh H.A. et al., 2001). 

 
Table 1, Classification of the optimization 

design problem (Doma, 2004) 

 
The variance-covariance matrix of station 

coordinates is written as (Doma, 2004): 
1T2

oX )APA(C −σ=                           (1) 
 Since in the above equation matrix A is a 

constant matrix, matrix Cx consists of nonlinear 
functions of only observational weights pi (i=1,2, . . . 
,n), which are, therefore, the basic unknown 
parameters to be optimally solved for at the design 
stage of the network. Given a set of approximate 
values for observational weights, matrix Cx can be 
approximated by Taylor series of linear form (Kuang 
S.L., 1994): 
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Po is the initial observation weight matrix, and 

∆pi (i=1,2, . . . , n) are the improvements, which are 
to be optimally solved for, to the initially given 
weights. Assuming that no correlation between 
observations exists, the partial derivatives of the 
weight matrix P with respect to the individual 
observational weight pi are given below: 
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where:  
 I3 and 03  the 3 by 3 identity and zero matrices, 

respectively. 
Similarly, criterion matrix CS is used as the 

precision criteria in this case; the design problem 
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seeks an optimal configuration matrix A and weight 
matrix P such that CS can be best approximated by 
Cx. The precision function in this case is:  

Sx CC −  =  min    (optimal design)         (6) 
 vec (Cx) ≤  vec (CS)     (precision control)      (7)  

where, 
vec: The operation produces a vector by staking 

the column of a quadratic matrix under another in a 
single column.  

Finally, by linearazation of the precision criteria, 
we can reformulate precision criteria in a compact 
matrix and vector form (Doma, 2008): 

uw.V −  =  min     (optimal design)          (8)  
V1 . w  -  u1   ≤  0        (precision control)        (9)  

Denote: 
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Θ: The same previous definition 
 

2.2 Genetic Algorithms 
Among the set of search and optimization 

techniques, the development of Evolutionary 
Algorithms (EA) has become very important in the 
last decade. EAs are a set of modern met heuristics 
used successfully in many applications with great 
complexity and success on solving difficult 
problems. EAs form a subset of Evolutionary 
computation (EC) which is the general term for five 
main computational techniques based on principles 
of biological evolution, such as natural selection and 
genetic inheritance. These five main techniques are 
Genetic Algorithms (GA) (Holland 1975), Genetic 
Programming (GP) ( Koza 1992, 1994 ), Evolution 
Strategies (ES) ( Recheuberg 1973 ), Evolutionary 
Programming (EP) ( Forgel et al ,1966 ) , and 
learning Classifier Systems (CS) (Holland 1976) . 
Genetic Algorithms (GAs) are the most popular 
technique and most active subset of evolutionary 
computation.(Sivanandam et al.,2008).   Figure 1. 
shows the different families of evolutionary 
algorithms. 

Genetic Algorithms (GAs)  are general – 
purpose heuristic search algorithms that mimic the 
evolutionary process in order to find the best fit 

solutions. They have received growing interest due to 
their simplicity as algorithms and their ability to 
discover good solutions quickly for complex 
searching and optimization problems. The 
Algorithms are particularly suitable for solving 
complex optimization problems and for applications 
that require adaptive problem-solving strategies, 
because the Algorithms are parallel in nature and 
they can offer a number of possible solutions. Their 
potential applications are numerous. They have been 
employed in a wide range of applications including 
but not limited to: optimization of functions with 
linear and nonlinear constraints, the traveling 
salesman problem, machine learning, parallel 
semantic networks, simulation of gas pipeline 
systems, problems of scheduling, web search, 
software testing, and financial forecasting. Similar to 
the other heuristic search Algorithms, the 
performance of a GA can be measured by the cost, 
time, and the quality of the solution.  

 

 
Fig. 1 Location of the different families of 

evolutionary algorithms 
 

 Comparison with other optimization 
techniques 
Genetic algorithm differs from conventional 

optimization techniques in the following fundamental 
differences: (Sivanandam et al., 2008). 
1- GAs use probabilistic transition operates while 

conventional methods for continuous 
optimization apply deterministic transition 
operates i.e., GAs does not use deterministic 
rules. 

2-  GAs use fitness function for evaluation rather 
than derivatives. As a result, they can be applied 
to any kind of continuous or discrete 
optimization problem. The key point to be 
performed here is to identify and specify a 
meaningful decoding function. 

3- GAs operate with coded versions of the problem 
parameters rather than parameters themselves 
i.e., GAs work with the coding of solution set 
and not with the solution itself. 
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4- Almost all conventional optimization techniques 
search from a single point but GAs always 
operate on a whole population of point (strings) 
i.e., GAs use population of solutions rather than 
a single solution from searching. This plays a 
major role to the robustness of genetic 
algorithms. It improves the chance of reaching 
the global optimum and also helps in avoiding 
local stationary point. 

5- The objective function in GAs can be numerical 
or logical. This is because the variables are 
coded. For example, image processing, pattern 
recognition or vehicle routing control problems 
may contain logical objective terms that cannot 
be tackled by conventional methods. This gives 
great flexibility to a wide range of applications. 

6- Unlike GAs, conventional optimization deals 
with constraints as separate independent 
statements. GAs, on the other hand, tackle 
constraints by placing a penalty in the fitness 
function. To illustrate this, Deb used the 
following nonlinear programming problem 
(1996). 
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With GAs, the above constraints can be 

incorporated directly into the fitness function. For 
this example, the constraints can be addressed in a 
single statement within the objective. This simplifies 
the problem into an unconstrained, “penalized” 
fitness (objective) function: 
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If a solution violates a constraint, then the fitness 
function is penalized by a factor proportional to the 
square of the constraints (Deb K., 1996).  

The basic steps of genetic algorithms will be 
described as following:  

1T2
oX )APA(C −σ=  

 Design objective 
The optimization design objective needs in this 

paper can be formulated as following: 
• Encoding problem 
The basic element of the genetic Algorithms is 

the chromosome which contains the variable 
information for each individual solution to the 
problem. The chromosomes should be encoded in a 
way that offers information about the solutions that 
they represent the encoding process is a central factor 

in the success of a genetic algorithm. The main types 
of encoding process: Binary encoding, Octal 
encoding, Hexadecimal encoding, Permutation 
encoding (Real Number Coding) and Value 
encoding. (Riesberg L., 2003). 

• Initial population 
The Genetic Algorithms sequence begins with 

the creation of an initial population of individual the 
population size depends on the nature of the problem, 
but typically contains several hundreds or thousands 
of possible solutions. Traditionally, the initial 
population is generated randomly, covering the entire 
range of possible solutions (the search space), 
occasionally, it can be generated heuristicly by using 
prior knowledge of possibly good solutions. (Ponce-
Cruz P. et al., 2010).   

• Evaluation of fitness function 
Choosing an appropriate evaluation function is 

an essential step for successful application of GAs to 
any problem domain. Fitness function is a particular 
type of objective function that measures the 
optimality of the solution and the explicity of the 
performance of each chromosome in the population. 
The fitness of a chromosome depends on how well 
that chromosome closes to the optimal solution. The 
higher the fitness value, the closer is the solution to 
the optimal solution. (Melanie M., 1999).     

• Termination criteria 
The generational process is repeated until a 

termination condition has been reached. The 
commonly used termination conditions are (Saleh et 
al., 2004): 

1. Stall generations: the algorithms stop if 
there is no improvement in the objective 
function for a sequence of generations of the 
length of stall generations. 

2. Fitness limit: the algorithms stop when the 
value of the fitness function is less than or 
equal to fitness limit. 

3. Generations: the algorithms stop when reach 
the number of selected generations. 

4. Stall time limit: the algorithms stop if there 
is no improvement in the objective function 
during an interval of time in seconds equal 
to stall time limit. 

5. Time limit: the algorithms stop after running 
for an amount of time in seconds equal to 
time limit. 

 Selection 
During each successive generation, a proportion 

of the existing population is selected to breed a new 
generation. The selection operator allocates more 
copies to solutions with better fitness values and thus 
imposes the survival of-the-fittest mechanism on the 
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candidate solutions. The main idea of selection is to 
prefer solutions to worse ones; without a good 
selection method, the GAs may wander away from its 
target problem and create random chromosomes that 
have no bearing on the problem whatsover. 
(Fidanova S. et al., 2010). 

There are three commonly used selection 
methods as described below: (Weise T., 2009).   

a) Roulette wheel selection 
Roulette wheel selection is one of the traditional 

GAs selection methods. The individuals are selected 
by a probability proportional to the normalized 
fitness. This means that all fitness measures have to 
be gathered, summed and normalized, before being 
distributed back to all the individuals again. This 
method is illustrated exemplarily in Figure (2). 

 
Fig. 2 Examples for the Idea of Roulette Wheel 

Selection 
b) Ranking selection 
In ranking selection, the probability of an 

individual to be selected is proportional to its 
position (rank) in the stored list of all individuals in 
the population. Using the ranking eliminates the 
weaknesses of proportionate selection. The selection 
probability is linearly assigned to all individuals 
according to their rank. (Sivanandam et al., 2008). 

c) Tournament selection 
Two or more individuals are selected on random 

from the population. These individuals compete and 
compare their fitness values, leaving the one with the 
best fitness as the selected individuals. This method 
is more efficient and leads to an optimal solution. 
(Ekland S.K., 2004).            

 Reproduction 
The genetic operation of reproduction is based 

on the Darwinian principle of reproduction and 
survival of the fittest. In reproduction operation, an 
individual is probabilistically selected from the 
population based on its fitness and then the 
individual is copied, into the next generation of the 
population. The Selection is done in such a way that 
the better an individual's fitness the more likely it is 
to be selected. An important aspect of this 
probabilistic selection is that every individual 
however poor its fitness, has some probability of 
selection. (Balasubramaniam P. et al., 2009). 

 Crossover 
Crossover, or recombination, is an important 

random operator in GAs that combines (mates) two 
chromosomes (parents) to produce new 
chromosomes (offsprings). The main idea behind 
crossover is that the new chromosome maybe better 
than both of the parents if it takes the best 
characteristics from each of the parents. Crossover 
maybe performed using one of the following 
methods: One-point crossover, two-point crossover 
and uniform crossover. 

 
Fig. 3 Illustration of one-point, two-point, and 

uniform crossover operators 
 Mutation 

Mutation is another important component in 
GAs. The mutation process is very simple. It is the 
process which deals with the most fit solutions by 
changing some of binary digits for individuals by 
random way. The user specifies a mutation 
probability, which is generally much lower than the 
crossover probability. The main goal of this operator 
is to have diversity in the population. ( Chih – Hung 
et al., 2008 ). 

 
Fig. 4 Illustration of bitwise mutation operator 

 Elitism 
It is the final step of genetic algorithms steps that 

must be performed on the new generation is elitism. 
Elitism is the process of selecting the fittest solution 
from any generation and transferring it to the new 
generation to be sure that the fitness can’t be less 
than fitness in the previous generations. 

3. COMPUTER PROCESSING 

Using the Pc-Matlab language with a personal 
computer and the proposed mathematical model 
based genetic algorithm, a new program has been 
devoted to solve of Mixture-Order Design problem of 
the GPS survey planning. This program has been 
designed, written and tested by others. Figure (5) 
shows a flowchart of the new program, which will 
solve the proposed approach. 
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Fig. 5 Flowchart of new program 
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4. NUMERICAL STUDY 
The proposed mathematical model is applied 

based on genetic algorithms as described above to the 
problem of optimizing GPS geodetic network design 
with new MATLAB program. Assuming that we 
have a three-dimensional network of 12 stations to be 
positioned using the GPS relative positioning 
technique as shown in Figure (6). The simulated 
approximate coordinates of net points are listed in 
Table (2).  

Assume that, points 1 and 8 are fixed to provide 
the datum of the network and the selected GPS 
receivers can allow for a baseline to be determined 
with the following precision: 

222
S S).ppm1(mm5)(σ += , where S is the distance 

computed from the approximate coordinates. The 
optimization is done under precision criteria; all the 
standard deviations of the coordinate components 
must be less than 25 mm ( required criteria ).  

 
Fig. 6 All possible combinations of baselines 
 
Table 2, The simulated approximate coordinates 

of network points 

 

5. RESULTS AND DISCUSSIONS 
The optimization procedure gives the optimal 

observational weights that can be grouped into 
significant and zero or insignificant weights. In the 
proposed mathematical model, we do not allow the 
values of ∆p greater than zero, this condition 
prevents that the final weights to exceed the initial 
weights. The significant weights, some of which may 
be smaller than the maximum achievable weights, are 
then all replaced by their corresponding maximum 
achievable weights. The baselines that obtained zero 
or insignificant weights represent those that should 
be deleted from the final observing plan. 

After applying the optimization modelling and 
deleting some baselines from the final scheme, one 
can note that, the design matrix (observational plan) 
will be changed. So, the mathematical model will 
resolve the problem and calculate the obtained 
precision. In case the obtained precision is not 
stisfying, the new computer programm will allow 
adding some baselines (maximum insignificant 
weights). 

 
Table 3, Comparison between the required and 

achievable precisions of the coordinate components 
after optimization 

 
 

Table 4, The deleted baselines by the 
optimization procedure 
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The optimization results are listed in tables (3) 
and (4). first, The standard deviations of the station 
coordinates as obtained from the optimized observing 
scheme is listed in Table (3), while Table (4) gives 
the deleted baselines by optimization procedure. 
Figure (7) shows The optimized observing scheme. 
from which the following can be observed: 

1. The standard deviations of the net points 
before applying the optimization model ranges 
between (4.76) mm at point P5 and (8.91) mm at 
point P12. The standard deviations of the net points 
after applying the optimization model ranges 
between (11.24) mm at point P7 and (23.09) mm at 
point P2. So, all standard deviations of the coordinate 
components still less than the required value (25 cm). 

2. Using the optimization model, deleting 28 
baselines out of a total of  65 baselines while 
adhering to the required precision resulted in that 
saving 43.08 % of field work. 

 
Fig. 7 The optimized observation scheme 

 
6. CONCLUSIONS AND FUTURE WORK 

The optimization procedure gives the optimal 
observational weights that can be grouped into 
significant and zero or insignificant weights. In the 
proposed mathematical model, we do not allow the 
values of ∆p greater than zero, this condition 
prevents that the final weights to exceed the initial 
weights. The significant weights, some of which may 
be smaller than the maximum achievable weights, are 
then all replaced by their corresponding maximum 
achievable weights. The baselines that obtained zero 
or insignificant weights represent those that should 
be deleted from the final observing plan. 
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