-

Mansoura Enginecring Journal (MED) Vol, {2, No.2. Dec. 1987 E.49

DATA PROCESSORS FOR POWER SYSTEM CONTROL
MOFREH M. SALEM  FAIEZ. G. AREED KAMEL M. SOLIMAN

A utomatle Cenirot and Compulers Department
Faculty of Enpineering, EL-Mansgura Universlly,
El-Mansoura, Epypt.

(Received Sep. 8, 1987, accepied Dec. 1987)

—_ i b,a:n.\' 4
e L s ﬁn AL AR SN e oy B (Sl ST
a2 L..,} S i;,h AL t‘” o) Lidy L plad! badh C__«m I dids ol u....u Ay iy S
fv‘-—'l—‘] LJ-]M PRy ‘—""f‘,‘ o;_c-Y! \_;1 il ul JJM F*H =y \_)t} -\.;Ln! \_)l L3 el «..._2} \i\.ﬂ <.“'\_-.“ ‘5‘
Sl ladt L\_L-. Ir h;—\\ »_)LF\J\ u} M.,J«.H ‘ H:L-u... g -~ e llsf % “L'._:.“U ;.--.‘.;‘ h}L‘LW
il O B s oy ¢ dghedd Sl LS eall s ol Lo UL st A
G i gl b todel) Gl oKLl I Ly 58 Dbl by et LWL AL L
A Gty Lol e W Mg K s e 0wl e 1 S Ll ey

G A an i W e ey DU el pead e AT b sl s At Eoll
SAE e dp Lo lgihai e M5 LN b gy Lt G, wlldt L Uy L
T eGP N tiaed
Z_r-}:..';l'n 3E L)) e dylelly LY —u‘"""- Je e \_;.;;i- Cle pe L .._,-.L T il Dladan
Lebe Jpoadd & M -uL..J‘J -\.vJ.a.U AL LS e WS el ETAEY) R Ve ol ot
e Ay i u
ABSTRACT ’

In modern conirel cenlers, Dala Processor {OP} has been inslafled 1o process |he
unrellable and erroneous lelemetered data, The main locus of the present paper Is concernec
with developing more efficient algorthm of Paraliel Data Processing (PDP), o generale
satisfaciory results with minfmym amount .of compulation expense and implamentaion costs
Both algorithms of the conventional Ceniral Dala Processor {CDP) and the proposed POP are
programed. The gilecliveness of POP is verified by number of lesis on difierent models of
power syslems vnder exirame conditions. A sef of resulls for POP and for CDP are oblained
The regsulls show that more reduction In processing requirements and high reliabilily is
gained using PDP.

INTRODUCTION

Wwithin a powear system, large number of ransgucers are available al varous localions in
the network 10 measure stales of Ihe syslem. The measuremenls are lelemetered lo a
computer conlrel canler. In general, telemetered measurements are subject fo random noise
and also o errors due 10 equipments malfunclion. However, compuler-aided contrel of power
systems raquires roliable dala about the present syslem operaling conditions. Therefore, a

- Data Processor {DP), using digital compulers Is required. The raw measuremenis and

swhching status information, Togelher wilh a malhemalical madel of the network, are used
lo produce more accurate values and provide the quantlies which are not physically
mezasvred. Hence, DP becomes a vhal and lnlegral software part of modern aulomatic controt
centers, for building up a reliable data lo make active decisions for on-ine security and
conlrol  [1,3.4].
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A large amounl of research has been underiaken on conventional Ceniral Dala Processor
{CDP) techniques, based on linear programming approach [5-8). It requires all measured dala
10 be communicated 1o a central computer and processed at a cenlral level. One ol \he know
difficutties of CDP is due to the fact thal the syslem may nol be expanded beyond a cerlain
imit withoul violating syslem rellability and economy. Another disadvantage of lhe CDP s
lhe difficully of developing efficient monitering and control sollware lo provide the required
compulational paramelers {such as lime, storage, accuracy, and data transmission } needed
for high perdormance on-line control.

Consequently, In the present work a new algorithm Is proposed for Parallel Data
processing (PDP) which has a number of adavanlages over CDP and can provide the lollowing
properties:

+ i uses more than one DP, one at the secondary level and the olhers al the primary lavel.

» The major pant of Ihe processing work is performed simultansously via local computers at
the primary level which process local lelemlered data. These are responsible for local
conlrol  functions.

+ The local computers are coupled and coordinated via the central compuler at the secondary
level, resulling in saving of central processor execution time,

- Data 1o be transmilled among compuiers Is designed 1o be small, it allows cosl reduction.

« It aliows greater freedom in sofiware design and hence improved system flexibility.

« It the ceniral computer (ails, all the central fuctions are wransfered to a local compuler
which becomes the new cenfral, i.e. improved eflectiveness and ease of maintenance.

CENTRAL DATA PROCESSOR({ CDP}

In electric power systems dala processing problem concerns wilh determining system's
stale variables [X], Le. N complex voltages, from M of raw measurements [Z] in the
presence of emors [e]. The mathematical model describing the functional relations between
(Z], {X] and (&} can be formulated in the following sel of nonlinear equations of the network:

121 = (h(X1]+ [e] {1)

Applying the lnearsation lechnigue lo the above preblem, the relation belween the
changes in the measuremenls | AZ] and the changes in the varables [ AX] is given by:
[4Z) = [} | AX) 2)

Where [H] is the mun Jacobian matrix, and its clemenmis are the panial  desviatives
of the measurcment equations [hix)] with respect 1o the componemis of [(X]. The
solution of eg. (2) is oblained iwerafively, Every ilcration requires 2 considerable
amount  of computation requirements. To  overcome  this  difficully  Lhe  decoupling
lcchnique is applied. Two subproblems, namely P- & and Q-Y. thnse rcsulled from the
application of the decoupling technique 1o the  problem of (2) may be wrinen as

[4Z,] =(H){a@]} .. (3) and [AZ) =[H][AYV] {4)

Where a and r refer 10 active and reactive components  mspectively. There are  two
approaches 10 lackle the. CDP problem. The fisst is based on equality constraims and
the sccond is based on ineguality constraints. They will be called through this work
CDPl and CDP2, mspectively. The mathematical formutations of CDP1 and CDP2 are
oullined  below.

il -~
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CDPY

The vactors [ AZ,) and [ 4Z,) deviatc from the ideal mismaiches of the e values

of the measuroment voctors, due o the noise and the meter corrors. This  deviation
could be posiive or negative and thus the generat lincarsed form  of the  power
mismatches (3) and (4} become, inconsistenl. To remove this  inconsisticncy and  cater
this change, aclive posilive slack vadables Ap; and D,;  respectively  represchting
the postive and the ncgative deviation associated with the @th  active  measurement,
are added . The azclive residual can be expressed as the difference between [A,) and
Dk

[Agl - 1D, = [AZ) -[HTAB] e (5)

Then (e processing subproblem P-8 can now be formulated a5 a2 lincar
programming problem  in matix  form  as
[AZ,] = (Hy]l [28] +[A,)- 1Dl e (6)

To sutisfy the requirements of the lingy programming  approach, it js  necessary
that all the changes in  [A8] should be posiive. Bul in the power sysiems, the change
in {[A® | s not always positive as well. To cnsure that the change in | A8 ] is always
positive, a sulliciemly large constant da-j is added to each ael-. This changes 1the
struclural  variables from [AQ] to [48]), and he powar mismalches from [AZ] 1o (eﬁl.
Equation (6) is then modified 10 become

(AZ,] = [l [A8) + [Ag] - 1D, %))
where [ 48 ) = |a8) + (d,) (®

Z) =18Z,) + 1K) e (9)

K ={H ) e (10)

Simitarly, the reactive sulaproblcm {4y, P-Q. can bc modified w0 become

[AZ] = (H] (aV] + (A - (D] (an
where AVI={AV] 1] e (12}

1a7,] = 1az,) + [X) (13)

(K, = [Hild,] {14)

To amve he best processing of the satc  varables, the sum of the active slack
variables  [A M+{D,]) and thc sum of the reaclive slack varables (A J+HD,| must be
minimised, Let [W] is a row matric, [IxM]. where, e ith clement W, is a weighiing
facloor assigned 10 the ith measurement. Alsp et the  active  and  reactive  cosl
furctions C, and C,arc the sum of the erom, ie.

C, = [W,M{A,] + ID,D) .. (15 C, = IWIAL + D) . (16)

The algorthm of CDP1  can now be summarised by the Tollowing steps:

(1) MWinimisc C, (q.15) 1o saisfy the following  constraints:
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[H,)188) «[A,) D) =[8Z,1. 186120, {A]20, 20d (D120 e amn

(2) Minimise C; (eq.16) 1w saisly thc following constrainis:
(H) (aV] +(Ad -Dd=[aZ]. [aV120. [AJ>0, and{DJ20 ... (18)

This process is  repealed  iteratively uniil  the change in the  Rlae  variables
beiween  (wo  successive  itcrations ds less than or cqual 10 a profised  oferance,  Thus
CDP} s a linear programming algorithm of (M) equality constraims  and  (N+2M)
variables,

LDP2

Il (M) slack variables can be  handled implicidy by the [linear progrmming
algonithm  without sequiring computer storage, then the size of the subproblems of
CDP1 can be reduced as a way of reducing computer memory and improving speed. I
is possiblc by reformulating the equality constrainls 28  incquality  constraints.  Since
Ag; is by definition either posilive or zero where it is desired to minimse Ay +D

Uws the equailly consirzints of eq. (17) can be rowritten as equalitics as:

a-ir

~ ~
[H,Ya8] - (D181AZ 0
a9
Furthermore, the sum of the slack varables lA; 1+ ID, ) can now be defined from
cq. (17) as . .
)+ (D] = 210,) + [AZ,) - [HJAB) o (20)
But [&ZQ] is a constanl, and may bc omiued, giving
(Agl + (D)= 2D,0 - (H,][a8) @n
Similasly; N
[Ad+ [D)=21D) - [HaVI (22}

Therefore, the active and  reactive cost  funciions, C, and C. can be modificd

using cquations (15), (16), (21} and (22) to become €, and C)
where C, = [W,] (2D,] - (Hy] lﬁ?”
G, =W, {20D,] - (3 {aV])

X))
(24

Then, the CDP2 can be  summardsed, as lincar programming  algonthm  of (M)
incquality  constrainis  aod  (N4+M)  vanables, in the following  sieps:
(1) Minimise C; {cq. 23) subjcet to

(H,1{46] - (D1 € 1AZ,), (68120  and D)2 O oo (25)
(2) Minimise C} (cq. 24) subject to -
[HIAV] - (D) S (AZ), [aV]) 20 and (D2 O .o (26)

The above 1wo subproblems of sieps | and 2 arc ilcraied in  scqueatial manner
uil  convergence  stopping  criterion  is  oblaned.
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COMPUTATIONAL EXPERIMENTS

Because  of  the aséurnplious involved in  calculaing the elememis of the [Hy) and
IH], the sum of any row is zero. Consequently, if the [D;] constants, or [D.] constants

added (o thc siruciural variables are the same, then from ¢g. {(JO) and (14) the value
of Ko for K will be equal 10 zero. I the ID,] consiants, or [D,] constants, arc

different, Kpj {or K ) would be represeniative  of only the dillerences  among
then and not their true. Bot the true values of Dy} and By} consianis  are essential

because at the cnd of the pocessing they are subuacted from [A8] and [AV] 10 give
the change A8] and [AV]. An elfective and simple way 1w go around 1this problem s
fo create an offsct or bias the row just big enough 1o make the value of Kk, and K

fehh on R.H.S., Which is nol wo big w0 affect the accuracy of the solution. Therefore,
the diagonal elements of [H,! and |H, are increased by a small fixed scaler quantily

= ., Thus the performance of CDPl or CDP2 depends heavly of the value of these
additional  constants [Dal- [D,] and = However, the optimum values of these constants
are difficull to calculate, bul they can be determined empirically.

In an avempt 10 achieve fast and reliable convergence, 1 s necessary 1o establish
ranges  for these constants. So, series of tests with  various wvalues of these  constants
were  performed by CDPY on  different  systems with  various redundancy  ratios  (M/N).
The results are obtained using VAX Computer. Only the results of the 14-Bus  sysicm
with redundancy ratio of 1B are reported here. These resultls are  summarised  in
figure (1) which indicates the effecis of [D} and o« , where (D) = [D,] = [D/]. on the

processing time and the performance indicators SDI and SD2. Where SD1 and SD2 arc

the  standard  divation of the ermors in the voltage magniudes and  in the  phase

angles, respectively. The resulis shown tha the addiven of a small value of e«  makes

the difference  between  convergence  and  an unbounded or an  infeasible  solution.

This resubted in the following ranges of 0.23: 0.75 for (D] and 0.25 : 125 for « . The

one chosen was a good compromise beiween compuling lime and accuracy i, when
e« =15 and Dj = 1.0,(=12, ... N)

The effeciency of CDP1 and CDP2 is verificd by twa set of iests on the 14 bus system
under rcdundancy ratios ranged from L8 w 29, The first st is camied out in  the
absence of bad daa While the sccond sct of Iests is caried ouwt in the presence of
three bad measuremcents  which are  immersed o the system. These bad data arc the
negative values of their actwal values which are all active power line Mows, and jwo
of them are dircctly affecting the same node (interacting bad  daia). The resulis
obtained from these sct of lcsts are given in figure (2} . Which indicate siorage
requirements, processing  ume  and  crrors. The  resuits  showed  that

(a) Both CDP) and CDPF2 were able 10 reject zl) these bad data peints, which were
indicated in  the. program by their  associated  slack  variables.
{b) CODPL requites addivuwal compuicr memory over that reguired for CDP2.
() In all cases, CDP2 was much fasier than CDPIL.
(d) Approximatcly, both processors  gave the  same  acCurcy.
In general, the convergence characiersitics of CDP2 were found 10 be very good and
far superior than CDPI,

However, CDP2 ignores  the  naturat decomposiion  of  the  large  sysicm  inwo
subsystems and has been applied 10 process the whole sysiem's dala ar one  central
level. It requires all measured data 0 be communicated Wz central  computer  leading
o heavy eformation  transmissior  from  many  siics on  the  sysiem w0 Lthe  control
center.  Also, the results showed that the dircet resull of the increase in the  sysiem’s
size i5 the increase in the processing requirements and crrors. S0, the resulis would  be
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usciess by the time they are made available al the conwrol center, where we hope 1o
achive relisble decisions  as  fast  as  possible  for real-lime  control.  Thescfore, Lhe
Puraleet Data  Processor (PDP) iz propesed in the present work and  cxplained in the
next pages.

PARALLEL DATA PROCESSOR (PDP)

The overall power sysiem  consisting of (N} nodes and (L) lincs can be docomposcd
ino A subsystcms, consisting of N; nodes and L lines, where i=12, .. . A. These

subsysterns  are imerconnccted by Ly of lic-lines, which (crminaic at Ny, boundary

nodes, (his =zveca 95 knowo 3§ the  interconncclion arca. This  docomposton  schemc
can be summarised 25 follows:

A A
N= I N; and L==L+ LI
j=1 i=t

The mecasurement  and  state vanables  are then  decomposed inte subveclors,
according 1o Lheir  associadon  with  the  subsysiems. as  follows:

[FARER{ v LI— JZ1Y e AR RRY

where {2]; is the measurcment vector of he ith susbsysiem, and {Z) is the

measurement veclor  of  the  ue-lings  intesconncction  arca. The  local  measurcment
vaeior [Zli can be expressed as a funcuon of the local siates veclor (Xl as;

) = XY + [, @n

where (Xl is the local state vector of the ith. sobsystem which has iis own  slack
node, ic. one componemt of [X]; is sct 1o zero. Thus in the complete system, Oire A

slack nodes. In the fpal processing [X); is referred 10 2 global reference. This in

twwmn  demands  he  inwoduction  of  (A-1) - dimeasional coordination  phase  angle
veelor  [U]  where
(LU IR L1 — N | PR, 67N N (28

where the slack node in the Ath subsystem is chosen as the global rmefercnce. ie.
Up=0. and the variable U; is the phase angle of ihe slack node in ith subsystem with

respect 10 that of the global refcrence. Then  the measurement  vector 2] of ihe

te-lines can be related 10 the veclor |U] by
iZ), = (UM + el (79)

Therefore, the CDP Problem is now decomposed  imo  A+)  subproblems, A for A
sushsysiems plus  one for the coordinmion. The overmll  processing can then be
camicd out by wsing PDP at iwo levels (primary and secondary). The primary  level
involves A Iocal computers, cach in charge of one subsystem. The incraction  causcd
by individual operation of local computers is coordinated by conural compuier at  the
sccondery level.

PRIMARY LEVEL

At this  level, equaions (27) am  processed  simultancously  in parallel  and
independently  for all A subsysiems by A local  compuless,  which  the  boundary
condiion  is  rcpresenied by the  equivalent  pedal  imjections.  The  local
measurcments iZ], are processed and the local vectors |X); are obtained using an
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ilerative  procedurg similar 10 that of CDF2 ({(cquations 23-26). To diffcrentiaic
between  local  processing  and  global processing, the vecior JA @) is used instead of
{A8) in eguatons (23) - (26). Where [@); comprise of the local phase angles at all

nodes within subsystem [ with respect 10 its own local slack nede. This Jeading 10 a
local ilerative proccdure for subsysiem i, which consists of the following steps:

(1) Minimise Cy; = W, (ZID,); - [H,); [ad)) (30)
subjeet 10 . . .
[H,); [ae); - 1Dy); s 1AZ.); ‘Iasl-‘ z0 and (D,]; = 0
2y  Minimise Cp; = (W) (2ID.); - H]); 1aV1) an
subject 10 - « .
H); [av) - (D s 1aZy); .« V)20 and D20

Upon completion of the Jocal processing, the local vectors [X); is obuained where
X); = [V.fﬂ]i. However, coordination belween  subsystemms i3 not yet  possible  because

the wector [U] is sl uoknown, Therclore, the complex  voltages at  all  boundary
nodes, |Xp), as a part of the local vectors (X], will be sent 1o the secondary level.

SECONDARY LEVEL

The fusclion of the coniral compuier at the sccondary level is conflined 1o obtain
the coowdination vecwr from the aclive power flow measurcment  vector (Z,], of the

tic-lines of thc interconnection area, ic. incorporaling the elfccts of the  (ollowing
equation
1Z,1, = th([U3 + [e)
Applying the incqualily constraints approach  of  lincar are decoupled
lechniques to  the above equatien, yielkds the following mode! of he  iterative
procedure  at  the  secondary  levek

Minimise  Cyy = [W,l (2(0,), - () 0D s (32)
subject 10 . . -
(H,) 407 - ID,1, € (4Z,), . (aUJ20  end[D,]20

The above ileralive procedure is staried [rom [UOI = 0. and the vecior [X},] is uscd as

contamt  information abow the boundary conditions. Al the cnd, (e processed  vecior
(U] is obsined and the components U arc trapsmiited back 10 the  coresponding

subsysiems.

All the local phase angics [e); can now bc ccponed to the global reference by

adding 10 each of them the corresponding componemt U;

(@) = le}; + UjE] where [E] J5 a unit vector. The final fonn of the wvectors [XJ; is
presented by [X); = [V.6);

TEST RESULTS

A good dala processor depends on
» the spced and the  reliability of convergence,

« the accuracy of the final  solution,

+ the ability to minimisc or ¢liminae the cifecls of bad dala,
* slorage  requirements,  and

+ the amount of in{ormation transfer.

ie.
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Therefore, the present siep of the investigation is i0  determine  which  alporithm
salisfics all the essential qualities. This scction has been fecused om the cfliciency
and impiementation of CDP2 and PDP. Qis aim is 1o determine the merits and demeriis
of cach algorithm under dilferent  conditions.

Both algorithms CDP2 and PDP are itesied on 23-bus system  which derived from
reflerence [8] . This system is the 275 KV mnewwork of the Norih of Scotland  Hydro
Electric  Board (NSHEB) system. It comprises of 23 nedes and 26 lines. The natural
decomposition  of this system  consisting of (wo subsysiems (A=2} The [irst subsysicm
consists of 11 podes and 10 lincs, while the sccond subsystem comprises of 12 nodes
and 14 lines and the owverall reference bus. These subsystems are connccted by an
intcrconnection area with 2 tie-lines and 3 boundary nodes. Twe scis of tests are
carricd out on this sysiem and these arc explained as (ollows.

++ Bolh seis of tests arc performed wnder  four  different  configurations  of
measurements  and redundancy ratios (which were 1.5, 2.1, 23 and 2.5).

++ Iln the first sct; both algorithms CDP2 and PDP arc lesied in ihe absence of bad
data.

++ In the sccond sei; tesis on CDP2Z and PDP cammied oul in the presence of five bad
mecasuremenls  which  are  immersed in each  mcasurmcent  configuration;  and  arc
numberd from A 1w E.

The bad measurcmenis A w E arc on mixwse of aclive and reaclive power of both
ling Mows and nodal injections, and are injecied inlo the system  according 10 the
following
- rcading A s incrcased by 30 MW,

- readings B and E are decrcascd by 50%.
- reading  C is the negalive value of ils actual value, and
- reading D is redueced 10 zero.

The OGrst four bad poims (A w D) arc immersed in subsystem (1), and diree of
themn (A to C ) are dircelly affecting the same node (imteracting), and the fifth bad
point E, 35 confined 1w the inicrconnection iie-line  arca,

The local processing were camied ouwt in  parallel (simultancously) for ihe (wo
subsysitems but independy for cach other. I was (fpund thar the voltage magniludes
of both subsysiem (1) and  subsystem (2). even at the boundary nodes, are closcly
approximated 1o their e values. Also, the phose angles of subsystem (2) are  cqual
to their wue valus which has ihe global refemce, while that of subsystem (1) nceds
the coordinaion phase angle. This means that the local obtained values may be
considered as true valus and only the coordination angle needs o be evaluated by
the cenmtral compuier at the sccondary level.

The convergence propertics and the performances of the CDP2 and the proposed
PDP  under differem  conditions of redundancy retins and  bad  measuremenis  arc
summarized in  figure (3), which gives the storage  reqoiremenis  the  lonal
processing Hime and cmors. It was found dhat all the tive bad incasurcmemls  were
rejecled  using  either the CDP2 or the PDP (which were indicalcd in tbe soluiion by
their associated slack variables). The additional lime requited 10 reject the bad daa
was pol significant, However, from figure (3), it <can be scen that the proposed PDP
algorithm  performs  well and more clfeclive wuh  differcnt  redundancy  ratios  and
bad measurcments, and offers significant advanages over the CDPZ.

The PDP offers a big reduction in slorage requircments, and  was fasier  which
converged in about 10% of the processing lime roquired for the CDP2. The results
proved that the PDP and the CDP2 can all be assumed 1o converge ¢ the same final
value because  the  dilfercnces  beiween  the  processing  erors  are not  significant
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which were  about 2X10° pu. and 10 degree. On the other hand, in the case of
cenualized CDP2, 1the measusements  are  leansmilied  (rom  various  points  throughout
the system o the processor. It necessitalcs  communications  beiween  alt these  daw
poitts  with the ceniral computer, Whilc in the case of the decentralized PDP, the
local computer uses i1s  Jocal mcasurements, and the central  computer reccives  and
ansinits certain measurements o the  local  compuler. It means  that daig
communicalion requircments arc lower in the PDP than for the CDPZ.

CONCLUSION

Two central date processors (CDPL2) for power system conirol arc Tommulaled. The
first is based on the cquality consiraimis and the sccond on he incquality constraints.
Tesis were  performecd w0 establish ranpes for the sofaed  consiants. The  performances
of both algoritms arc 1ested in the absence and in the prescnce of bad  dawa,  and
under  differcot redundancy  ratios on 14-Bus  system., using  VAX  computer.  The
results  gshowed that the second  algorithm  looked the most  aliractive.

However this  approach  ignores  the  nawral  decompusiion  of  the  sysiem  and
nvolves  compuwations in a  centralized nature with  measurements made  at various
points throughout the system, and are processed a0 the same  single level.  Experience
showed that the CDP for a large power system s s paramount task, Thercfors, in this
paper, parallel data  precessor  (PDP),  incorporating  a  iwo-level  icchnique  and  basced
on incyuality constrainis is  proposed, simulaled on a  compuer, and compared  with
the CDP  aiporithm. Both the CDF and PDP arc programmed and tested  against the
redundancy  ratios and bad data. The results confimned the  advantages of the proposed
PDP  algorithm,
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Fig. (2): Performance of COPY and CDP2 for the 14 - bus system.
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