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ABSTRACT

In recent years, séireral disk schaduling techniques have been suggested. It seems clear that the choice
of n algorithm can make a significarnt difference In computer system performance, but which is best Is
still an open question. Therafors, the main comtribution of this paper is the detailed computational
experience of three well- known scheduers, to evaluate their performances. The aim of this

evalyation is to help those responsible for system operations In  assessing the possiblitles for \

improving disk performance. Finally, it Is 1o help us to choose the best scheduler suitable for our MVAX
system with its load conditions.

1- INTRODUCTION

An operating system is a collectlon of algorithms which act as Interface between the computer system
and the users. It is designed to manage the procassors, the memory, the devices, and information. The
scheduling of thase resources allows the system to operate more efficiently. Devices can ba generally
categorized Into two major groups; I/O and storage devices. According to the access technque, there
are three main types of storage devices; serial {(tape), complete direct access{core),and direct
access (drum,disk). The latter may be fixed head disk which has one head for each track, or maving
head disk which has one head to access different tracks. It is characterized by small variance in
access time, and can be efficiently shared and simuitaneously used providing high performance rates.
Tharefore, most of the processing of modem computer systems prefes to use on the disk system.
However, in multiprogrammed computing systems, Inefficiency s often caused by Improper use of the
disk, because its perforrance is critical factor to the performance of the entire system. Hence the
proper management of disk storage is of central importance to a computer system.

One easily tunable piece of a disk system is the disk scheduling algorithm which the operating
uses to decide which of a set of pending disk requests should be served next. An effective
way 1o improve system performance is to imprave this algorithm, Therefore, in the last
disk schedullng algorithms have been suggested [1-12]. Among them we note the g% years. several

ey are actuatly used on actyg

. S compare on real s
amival process affects the performance crit fa. Also, it is not known indtor ystems, .and how the
an algorithm is better than the other. It seems! that these what  circumstances

: questions will represent formidabl

. ]

problems for some time to come. Consequenta).y, this paper is again concamed with the perf .
) performance

evatuation of the most popular disk scheduling techniques, In the next section, the ref

) . . i ) . , the reform
tha lr?terreiatxonsmp of these techniquas in terms of different times are dlscussed. The sj U!ation and
and its paramaters are presented in the third section. while in the last tw - 1he s_lmulanon model
experimantal results are discussed and followed by the conclusign, 0 sections, serles of
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2- PROBLEM FORMULATION

& The hardware for a disk system can be divided Into three parts; controller, drive and disk. The disk
’ controller determines the Logical interaction with the computer. It takes the Instructions from the
v CPU and orders the disk drive to carry out these Instruction, The disk drive Is the mechanical part,

Including the davice motor, the heads and assoclated Logic. The disk is a flat circular shape with two

surfaces, Each surface is divided into tracks. within a track, information s stored In sectors (or blocks)

with fixed or varlable size, While, the cylinder means all of the track on the differert surfaces on one
drive that can be accessed without moving the heads. Thus information on the disk may be
referenced by a multi- part address including the drive number, the surface, the track, and the sector.

i Therefore, to accaess a particular biock of data on the disk, three operations are usually necessary.

Flrst, the system must move the head to the appropriaie track. seek operation, In a seek time { Ts ).

l The head must wait until the desired block rotates under or cver the head . This delay is called

latency cperation and takes latency { or rotational ) time {( Ti ) . Finally, the actual transfer of data

between the disk and main memoary takes place .The last part is then transfer time (Ty). Hence,
service time (T) takes the form :

T=T5 +T|+Tt (1)
equation can be rewritten in the following formula :
i T=Ts +T/2+ T /m=Ts +A 2
ere Tr = disk rotation time, and m = number of sectors per track.

c~-2Ctod service time lor requests on the same cylinder as the current request is found by first
noting that each cylinder has (1} tracks and total of {mt) sectors. If the current request is on sector i, the
probability that sector i will be chosen again is(t-1)/(mt-1). The probability that a specific sector,j = i,
will be chosenas 1/(m-1) 1-@¢-1}/(mt-1)..

The expected number of sectors traversed to sarvice the nextrequests [1,2]:

m-1 m-2 1 t-1 -1
B=: Kprob{sectorKisnext} +t =% K — [t -——] +(m-1) — +1
k=0 =0 m.y1 m-t mt - 1
( mt-2}(m-1)
= — + 1
2 (mt-1)
T = (Tr/ m) { expected number of sectors traversed )
=P {Ts+A) +(1-P)}Tr/ m)(B) {3)

“w=, where P Is the probability that the next request ic be sarviced is nat on the curment cylinder, its

. value is depended on the scheduleing algorithm. If the desired disk drive and the controller are avaible,

4 the disk request can ba serviced immediately. Otherwise, as in the case of multiprogramming system

{‘f with many processes, the disk requests will need to.be queued. Furthermore, because the above disk
operations irvolve mechanical movement, the time T is often an appreciable fraction of a second. This

i‘ is very slow compared with the very high processing speeds of the central computer system. So, it is
f importrant that the operating system must improve the average disk service time by scheduling the
requests and hence move the head to the desired track as fast as possible, i.e. the requests must
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. served with minimum time. Consequently, disk schaduling must Involve a careful examination for the
positional relationships among the waiting requests to determine the most efficient way to service the
requests. The common schemeas of disk schedullng are latency optimization and seek optimization. it
seems that the minimlzing latency time usuafly has very little effect on overall system performancs,
except under very heavy loads. Also, seek times tend to be about an crder of magnitude greater than
latency time. So that, most disk scheduling algorithms concentrate on minimizing seek times. Since
scheduling algorithm can minimize time wasted In performing lengthly seeks, the throughptut (number
of requests served per unit time) can certainly be maximized and can then be improved. In the same
directlon, the disk scheduler should atternpt to minimize the average waiting {the mean response
time).Because, the expected waiting time, Tw , for Individual requests from time of arrival into the
queue until completion of service is equal to L/ , and the disk utilization pisof A 1. Where L is the
mean queue length includes request currently being served, and | is the input rate in requests per time
unit. !so, the scheduler must minimize the varlance in response times. It is defined as a measure of
how far Individual items tend to deviate from the average of the iterns, and is used to indicate
predicatabifity. it means the smaller the variance, the greater the predictability . Several disk scheduling
algorithms have been proposed to deal with the sesk minimization_ [1-12]. Soma of the maost pop
algorithms {1,3,4,9 | will be reformulated and discussed In detail as in the following.

2-1 FCFS Algorithm

The simplest form of disk scheduling is the first-come-first-served (FCFS). It does not take advantage
of positional relationships between /O requests In the current queue or of the current position of tha
head. The requests are queued and linked list, new requests are added to the tail of the queue. Tha
request selected for service ig that at the top of the queus, i.e. the first request to arrive is the first one
served. So, there is no reordering of the queus, and it results in a random seek pattern with no
optimization of head motlon. However, it Is easy and fair, in the sense that once a request has
arrived, its place In the schedule Is fixed and hence tha waiting time of a request is independent of is
position. The expected seek time (Ts)rcFs and the service lime (T)Fors can be expressed as [2]:

(TalFcFs = Smin  + [ (D(C + 1)/3C? ] )
(Mrcrs = (1/ Q[ (Ts)rers + A] +[{C-1}/CH{Tr /m](B] )
WhereD = (Smex - Smin )(C-1), C = total number of cylinders ,

Smin = Seock lime for distance of one cylinder , Smax= Seek time for distance of C-1 cylinders .

2.2 SSTF Algorithm

It seems reasonable to service all requests close to the current head position together , before moving
the head far away to service another request .It is the basis for the shortest -seek- tlme- ilrst (SSTF)
scheduling technique. SSTF services requests according to thaeir proximity to the last request serviced it
terds to optimize on seek times. Thus all waiting Tequests are examined when service of the current

e
-
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| raquest has been completed . The request that requires the shortest seek (or no seek at all ) is taken
}; ., from the request pool and seiviced next, even K that is not the first one In the queus, and regardiess
’ of the direction in which the head must move . In this case, the Innermost and outermost may recsive

poor service compared with the mide-range trackes. It attempts to Improve the throughput by

. processing the request with minimum seek time, bt # Is at the expense of discrimination against
\K Individual requests. So, it Is unfair with unacceptably high varlance of the service time. The seek time
(Ts)sstTF and the service time (T)sstF can be expressed as : .

{Ta)sSTF = Smin + (DE - 1)/2(C - 2) {€)
mser - F [ (T.)SSTF + A] + I(1-F)(Trfm Bl . m
where € = [1/(L+1)][1 + (VL +2HCHCY M) |, F=[CNECY  and

L'= mean number of requests served in one sweep across the surface (practically 1.5 <L'L <1.72)

2-3 SCAN Algorithm

It was developed to overcome discrimination and high variance in response times of SSTF. It chooses
| the rwquest that results in the shartest distance in a preferred direction. The head moves, servicing all
requests in that direction . It does not change direction until there are no further requests pending

- In that direction or until it reaches the end . Then the head is reversed and servicing continua. Thus ,
'\ with scan the head acts as a shuttle as it sweeps back and forword access all trackes, sarving the
requaests. It tends to optimize on seek tmes . The expected seek time (Ta)scan and the service ime

/ (T}scan can be formulated as:
‘ 5 {Ta) scaN = Smin + (Smax - Smin) /(1 +L) {8)
N (T) SCAN = F [(Ts)SCAN + A] + [ 1-F]{Tr/m |B @

"\ 3- SIMULATION MODEL

| \\ To obtain good performance from a computer system, it is necessary 10 investigate the performance of
| components of this system. One of the most Important components is the disk schedullng aigorithm
operating system. The essential qualtles of a good scheduler are minimum vaiues of the
\vlng imes . sewvice, waiting, tumaround, minimum value of variance, and maximum valua of
ut. The three chedulers (FCFS,S5STF,and SCAN) described above are chosen as representative
the next step of investigation is to determine which scheduler satisfles all these essential
# dualitles. This sactlon is concemed with the performance evaluation of these schedulers, to differentiate
, among them over wide range of operation conditions. Thus, exiensive computer simulation runs have
out. The simulation model is given in fgure (1). it is composed of the fallowing four parts;
i.  (1)Disk characteristics: the disk Is characterized by the number of cylinders, heads,hiock
‘—/ size, and block per track.
© (2) Request generation:  the request is randomly generated and simulated by servics type, request
langth, and address ( cylinder, track, starting record ). According to ihe number of requests per unit
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time, the random fupction Is based on three levels of requeste; Low(from 0 to 25), modsrate (from

25 to 50) and heavy {from 50 to 100).
(3) Scheduler: It is to apply a disk scheduiing (FCFS or SSTF or SCAN )to serve the requests.
{4) Evaluation: It is to evaluate the following performance ceriteria; throughput, waiting time,
tumaround time, mean response time, and the varlance.
The simulation assumes that the delay Is Introduced and queues are formed only out a disk. If several
devices contend for a chhannel, queues may form for the channel. Likewise,f several drives are attached
to one controller, queuss may form at the controller. Conskderation of the effects of these additionai
contentions Is outside the scope of this paper. Therefore, our model Is based on the service time of
channel and control unit are not considered. The schedulers are programmed in C language and tested
using YMS (Variable Memory System ) operating system, on MVAX ( Mlcro Virtuai Adress aXtenslon )
computer. Our departeament system, MVAX, is equiped with the following : main memory of 4MB, virtual
mamory space of 4GB, . dual diskette drive of 400KB, magnetic tape drive of 35MB, Ling printer , . 18
terminal fines and 2 fixed winchestr disk drives; each of 71MB. The disk parameters are : .average seek
time= 30 m.sec, average Latency time = §.33 m.saec average access time = 38.33 m.sec, and transier
rate = 184.32 KB/sec.

4- RESULTS

To compare the performance of disk scheduling algorithms (FCFS).

SSTTF and SCAN),a series of simulation experiments are carfed out The experimental results are
surnmarized in figure (2). The goodness of the schedulers has been evaluated according to the
parformance indlcators of that figure. Let us Look at the differances among these algorithms for these
indicators. The First algorithm, FCF$, is sasy to program and intdnsh;ally Fair. so, it appears to be
the most commonly used scheduler. However, t may not provide the best service, because Rt is
acceptable onty when the load on the disk is low, but as load grows it tends to saturate the device and
response times become Large. It shows that SSTF resuits in better throughput rates than FCFS, and
mean response imes tend to be Lowar for moderate Loads. At Low requests lavel, SSTF gives rasults
indistinguished from FCFS. Thus. the SSTF, while a substantial improvemant over FCFS is not optimal.
One significant drawback is that higher variances occur on response times because of the
discrimination against the outermost and innermost track. When the significant improvements in
throughput and mean responsa times are considered , this increased variance may be tolerable. So that
SSTF is usetul in batch processing systems, and it Is unacceptable in interactive systems . At Low Load,
SCAN is inefficiont because of the necessity to sweep across the disk regardless of the queue size .
The simulation of SCAN shows that as the Load on the disk queuser Increases, the diffarence in the
parformance SCAN and SSTF is nearly distinguished. Because of the ascillating of the head In SCAN
. tha outer tracks are visted less often than the mid-range tracks. B, this is rsi as serious as that of
S3TF ; and SCAN eiiminates much of these discrimination and offers much lower variance. One
aspect of these two techniques SSTF and SCAN, is that mean seek distance décreases as Load
Increases . Increasae in armival rate lead to Increase In mean queue lenght , hence reduction in mean
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seek distance, With a corresponding reductlon in servica time. In consequence, under high loads, SSTF
and SCAN ore more stable than FCFS. From the point of view of waiting time , SSTF and SCAN are
nearly identical. At Low input Load SSTF has a Lower varlanca than SCAN , while the latter Is preferrable
for the heavy Load .

5- CONCLUSION

We consider throe varlous schedulers for Improving disk scheduling effliclency, and compare and
constrat the schedulers in.the context of several performance criteria .The simulation results show that
SSTF and SCAN offer slgnificant advantages in tumaround tlme, waiting time ,variance, and throughput,
compared to that of FCFS. While, under loading condltions, FcFs Is an acceptable way to service
requasts, which Is easy to Implement. The results of SSTF and SCAN are almost nearly identlcal. If the
throughput Is of Sole concem, then we must select SSTF. But, SSTF Is unacceptable In interactive
systems, becuase the interactive users care more about tha variance of waiting time than they do about
mean. At the high input load SCAN Is efficlent over SSTF. However, it Is important to realize that the
benefits, to be gained from the more compilcated schedulers, are not as great as might be expected.
Also, the effect of relatively small reduction in means seek distance is even more notlceable in newer
disk drives, because manufacturers have been more successfd in reducing seek times than in
Increasing rotation speeds. It Is hoped that our new suggestion can form the basls of a new paper, its
results are now almost compiete and may be reportad In the near future.

D
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