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Abstract

The subjective cataloging process of researches and books depends on the
experience of the classifier. Although the index terms given by the authors at the
end of their abstracts can guide the classifier to the proper subject; they are not
quite enough to express the real content of the research. The Title and the abstract
of a given research play an important role in the subjective cataloging.

This paper utilizes the human index terms given in the papers published in the
leading journals to build domain thesaurus Tries (advanced B-Tree). The Trie has
the possibility to locate the index term and its occurrence. A rule induction system
15 used for the subjective cataloging be extracting the effective features (index
terms) from the title and abstract of a given research. The domain thesaurus’ Trie
and the rule induction system are used to classify new document by supervised
artificial neural network (SANN). The training mnode of the SANN is enhanced by
three main algorithms, the genetic algorithm (GA), the conjugate gradient
algorithm (CGA) and the simulated annealing algorithm (SAA). The processes of
traiming and testing the SANN in the document classification are also presented.
Key terms

Domain thesaurus Tries, B-Tree, rule induction system, supervised neural
network, genetic algorithm, conjugate gradient, simulated annealing algorithm

1 Introduction

The effective and efficient use of information is no longer merely a strategic
advantage for corporations and individuals, it has become a necessity in the
normal course of doing business. Quality information use begins with effective
information storage, exploration and retrieval, which in turn depends on having an
intelligent and highly efficient information indexing, searching and retrieval
mechanism for the information source [1].

Library automation 1is a set of computer applications characterized by large
databases containing relatively lengthily textual records. The indexing that
supports these applications is usually extensive and the facilities that locate and
display information are quite coinplex. The bibliographic and other types of data
stored in the databases can vary greatly in length and single fields may be repeated
within the same record. These characteristics of basic data aside, the applications
themselves, have all the complexities of major computer applications {2].
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The classification process plays an important role in the library automation.
Although the automation has been introduced in numerous works and library
procedures such as indexing, bibliographic, and borrowing, its contribution in the
practical cataloging is still poor. This dictates the dependence on the human
cataloging,

Domain expert classification typically works well in small domains with limited
nurnber of documents. It is too cumbersome and time consuming to be used for
processing large and varied collections.

Human indexing depends heavily on the domain knowledge that a given indexer
possesses at a particular point in time, thus making it subject to human error and
mnconsistency, Well-trained individual indexers often assign different indexing
terms to the same document (synonymy) and that the same mdexer may use
different terms for the same document at different times. Meanwhile, different
users tend to use diverse terms to seek identical nformation (polysemy). Because
of these discrepancies, an exact match between a searcher’s terms and an indexer’s
terms is unlikely, resulting in poor document recall and precision. The problems of
polsemy (which reduces document precision) and synonymy (which reduces
document recall) make it extremely difficult for novice users or for users searching
in a field outside their domain knowledge to retrieve relevant information.
Furthermore, manual indexing is too time consuming for processing large volumes
of information; or information that is volatile (i.e. the Internet).

Rule induction (RI) systems learn general domain specific knowledge from a set
of training data and represent the knowledge in comprehensive form as [F-THEN
rules. RI systems often succeed in identifying small sets of highly predictive
features, and can make effective use of statistical measures to eliminate noise in
data [3].

Traditionally, the predominant information indexing and retrieval method has been
keyword-based (usihg keyword indexes) manually created by domain experts.
Today, the vast amount of available information and the constant influx of new
information have created a situation where the sheer volume of information
overwhelms both the typical user and manual indexing methods. This
phenomenon is known as “information overload” {4].

To successfully index, store, locate and retrieve information, indexers and users
need to know two things about the information space they are using. First, they
need to have a working knowledge of the system where the information is stored,
in particular, how to navigate through that information system. This requires
understanding of how the information is indexed, categorizes or organized.
Second, they must have subject or domain knowledge; in particular, the domain —
specific vocabulary and domain - specific indexing terminology.
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Users with different levels of subject expertise and system familiarity combine
with the often imprecise nature of language to create what is known as the
“vocabulary problem” also referred to as semantic barrier [5].

To overcome inefficiency of human indexing, a major effort in this paper is to
develop an automatic classification technique, which can substantially accelerate
information processing by increasing the volume of information indexed per unit
of time.

This paper presents a proposed subjective cataloging algorithm that is effective
and efficient to supplement or replace domain expert method. The algorithm
utilizes the index terms given in the leading journals at a given field to build
specific domain thesaurus using what is known as Trie.

A rule induction system is presented to extract the effective features (index terms)
from the title and the abstract of a given document. The domain specific thesaurus’
Trie and the extracted index terms are used to classify the given document into its
appropriate domain via supervised artificial neural network. The learning mode of
the supervised neural network is enhanced by using the following algorithms:
genetic algorithm, the conjugate gradient algorithin and the simulated annealing
algorithm. The testing mode is responsible for the document classification.

2 Generation of Domain Thesaurus

Fortunately, there exist many leading journals in the different domains of
knowledge such as IEEE transactions, IEE proceedings, Journals of information
science, etc.. The majority of these journals publish their papers including index
terms or key words. A specific domain thesaurus can be generated using the
already published index terms. In order to build the domain thesaurus, the concept
space should be formulated first. The B-Tree and Tries [3] are fertile techniques
that can be used to form the desired concept space.

2.1 B-tree and Tries
Binary trees are used to reduce the number of /O operations. They have as many
nodes as there are keys. Instead, using larger blocks of data, grouping together
several items, each including a key, into one node is desired. Therefore multi way
trees of certain type called B-trees may be used.
A variable number of data items is stored in each node instead of only one. 1f a
non leaf (or interior) node contains n data items, it has exactly n+1 children. The
maximum number of children a node can have is a fixed positive integer M, the
order of B-tree. In other words, n must be less than M for any node. There is also a
lower bound for the number of links in a node, where the term link is used for
those n+1 pointer members of a node which actually point to other nodes (and are
therefore not equal to NULL) [3]:

2 < number of links £ M for the root node

M/2 <€ number of links £ M for all other nodes
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Except for leaves (which do not contain any links) the number of keys in a node is
one less than the number of links. It follows that any interior node other than the
root node has at least M/2 links if M is even and at least (M+1)/2 links if M is odd,
where M, the order of the B-tree, is the maximum number of links for any node.
Leaves have no links at all, and a root node may have any number of links ranging
from 2 to M.
The keys (k) and links (p) in non terminal nodes are logically arranged as follows:
po, ko, pl,kl,, ... ,pn-1 ,kn-1,pn

The following rules are applied to every node of a B-tree:

s The keys ko, kl,...., kn-1 stored in the node , are in ascending order :

ko<kl <. .. <kn-1
o Ifthe node is a leaf, its pointers po ,pl, pn are all NULL
o If the node is not aleaf, each of the n+1 pointers pi points to a child node.
Fori=1, .. n all keys in the child pointed to by pi are greater than ki-1.
e Alsofori=0,...n-1 all keys in the child pointed to by pi are less than ki .

In the trees each node contained one or more data items, including a key, and this
may require special measures to prevent those trees from becoming very
unbalanced. Obviously, if a tree is to be searched efficiently, the nodes must
contain certain values that enable us to decide which branch to take, and to be
granted those values must be complete keys, identifying the data items. However,
this is not absolutely necessary. Instcad of using a complete key in each
comparison, we can compare only a certain portion of it. This idea is the basis of a
special type of trees, called a Trie.

Fig. 1 shows a Trie for the set of words like {A, ALE, ALLOW, AN, ANY,
ANYTHING, SOME).

Fig. 1 Atrle for the 3et (A, ALE, ALLOW, AN, ANY, ANYTHING, SOME}

2.2 Building Domain Thesaurus

Human mdex terms presented at the papers in the leading journal can be used to
build domain thesaurus Trie. The flowchart depicted in fig. 2 shows how the
domain thesaurus Trie. is generated.
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Flg. 2 The flowchart of the speciflc domalnTrle generation

2.3 Feature set selection
Selection of subset of features to be used in inductive learning has already been
addressed in machine learning. There are two main approaches used in machine
learning to feature selection; filtering approach and wrapper approach [8]. The
usual way of learning on text defines a feature for each word that occurred in the
training documents. Basically, some evaluation function that can be used on single
feature is used. All the features are independently evaluated, a score is assigned to
each of them and features are stored according to the assigned score. Then a
predefined number of the best features is taken to form the solution feature subset.
Scoring of individual features can be perforined using some of the methods used
in machine learning for feature selection during the learning process, for example,
information gain used in decision tree induction and the expected cross entropy
[9]. A simple measure based on word frequency that is shown to work well in text
classification domain was presented in reference [10]. The text classification
approach is modified using rule induction as follows:

1. Apply the grammatical nules on the given abstract (including the title)

2. Apply the rules of the rejected terms when necessary

3. Repeat until the index terms are obtained

4. Analyze the frequency measure for the index terms.
A sample of the grammatical rule induction can be explained as follows:

The perfect tense rule:
1- Read a sentence from an instance (instance 0).
2- Check:
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IF the sentence includes a word of verb-to-have set {have, has, had}
AND the first word after verb-to-have is “been”
AND the second word after verb-to-have is a verb “past participle” ( apply
case of verb_checking).
THEN
a) Divide the original sentence into three parts (part;, part; and party) as shown in
example 1.
b) Make two instances, one instance from part; (instance 1) and another instance
from part, (instance 2).
¢} Delete the master instance (instance 0).
d) Repeat for the other member of the verb-to-have set on each instance
(instancel, and instance 2).
ELSE check another grammatical rule.

Example
Instance 0 =“The parallel automatic linguistic knowledge acquisition system has

been used to generate patterns for our information extraction system”

The parallel antomatic linguistic has been used | to generate pattemns for our information
knowledge acquisition system extraction system
L Part, l part; 1 Party ]
| Instancel | parte Instance2 |

Instancel = “The parallel automatic linguistic knowledge acquisition system”
Instance2 = “to generate patterns for our information extraction system”

The feature (index term) extraction algorithm gives the following results:
The text length =18

Index terms No. of | Probability
occurrence
information extraction 1 0.0555
patterns I 0.0555
parallel automatic linguistic knowledge 1 0.0555
| acquisition |

Number of index terms = 3
The previous grammatical rule can be written in CLIPS [11] as follows;
(defrule del verb to have

(declare (salience -4))

(word verb_to have ?w)

2p<-(object (is-a Final_Sentence) (sentence $2?s) (id ?id) )

E. 7
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(test (and (neq(member§ ?w $?s) FALSE))
feq (nth§ (+ (member§ ?w 32s) 1) 87s) been) )
==
(bind ?i (instance-name 2p})
{hind ?pos (member$ ?w 32s) )

(bind 3251 (subseq3 $?s 1 (- ?pos 1)) )
(instl ?id 3751)

(bind §252 (deletel $7s I {+ ?pos 2)))
{inst] ?id §2s2 )

; -—--- Delete the instance ——
(unmake-instance 21} }

A sample of the rejected sets of words can be written as follows:

The pronouns subject _set {I, we, you, he, she, it, they}

The pronouns object _set {me, us, him, her, them }

The possess pronouns _set {mine, ours, yours, his, their, its}

The interrogative pronouns _set {who, whom, whose, which, what,...}

The indefinite pronouns _set {something, one, none, all, other, less, much, .....}
The adverb _set {well, very, always, sometimes, never, here, ...}

The preposition _set { In, on, of, to, with, before, behind, across, ...}

The conjunction _set { and, but, or, after, as, because, when, if, ...}

The interjection _set {ha, alas, Harrah, dear me, hark, oh, ah, bravo, hello ..}

2.4 Statistical Document classification

New documents can be classified using both the specific domain thesaurus Trie

and the feature set selection. The classification algorithm can be illustrated as

follows;

1- Extract the effective feature (index terms) using the rule induction system

2- Analyze the co-occurrence probability ( P(IT; | R;) ) of the index term (IT)) in
the given document (R;)

3- Calculate the probability (PD)(JT;)) that index term ((IT;)) exist in domain I);

4- Evaluate the weighing value (WV) of the index terms in the reference with
respect to the given domains as follows;

WV =%, II(PAT;|R;)* PD;(IT}))

5- Classify the document into it’s domain according to the calculated weight
level (the highest level)

6- If there is another document then go to step 1 else end.

The statistical classification of document using the weighing value can be
illustrated numerically as follows;
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= (Consider table ! and table 2,

* Multiplying the first row in table 1 by the first column in table 2 and take the
sum. This yields to the weighting value for reference 1 into domain number 1:

valIDl =0.0012

= Repeat the multiplication of the first row by the other columns to get:

WVRHDQ =0.01065

WVR1|D3 =(.00085

WVg1 04 = 0.0024

= The arrangement of the previous values in descending order gives the proper
classification of the first reference (R#1). In this case R#1 belongs to the second
domain,

Table 1 Prob. of index term occurrence in a given reference

Refe;(ences P(IT, | R) P(T; | R) j P(IT; | R) P(IT, | R
(R)
Ref #1 0.005 0.015 0.025 0.010
Ref. #2 0.005 0.002 0.004 0.007
Ref #3 0.003 0.005 0.002 0.004
Ref. #4 0.001 0.003 0.001 0.003
Table 2 Prob. of index word occurrence in a given domain
| Index word | Di(IT) DIT) fD4(1T) fD4(IT)
| IT, 0.07 0.02 0.08 0.01
} IT, 0.05 0.02 0.00 0.07
T, 0.00 0,35 0.01 0.04
t IT, 0.01 0.15 0.02 0.03

3 Neural Network Approach For Document Classification

The richness of semantically associated term presented in a neural like concept
enables users to get into the concept space easily and to explore and navigate it
interactively. However, since humans typically use a serial search strategy, users
can get lost in a large information space. Senal searching behavior also leaves
many promising paths unexplored. Identifying relevant concepts effectively and
efficiently in large information spaces requires an intelligent method that can
navigate multiple links in parallel [13]. The artificial neural net {ANN)isan
excellent candidate for this kind of parallel searching.

The supervised neural network is proposed for abstract classification into specific
domain. The training phase of the network can be explained as follows:

3.1 Preparing the training set (vector)
a) Determine the most promising index terms in the given domain and their
weighting values. This can be done using the domain thesaurus Trie
developed before.
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b) Determine the n cases of documents already classified by human expert.

c) Arrange the index terms of the n™ case according to the most promising
index terms that are extracted by step land allocate their weighting values
in the input vector.

The configuration of this stage is depicted in figure 3.

Tha hidden layet —T
= X "\_ E
5 EE A
E %‘( -
: 2N .
E ’ O
| i

Flg. 3 The Genetic based neural network for document classification

3.2 The network training phase

a) Start the initial weights of the NN by the genetic algorithm.(GA)

b) Minimize the mean square error using the conjugate gradient algorithm (CGA)

¢) Break out any local minimum by using the simulated annealing algorithm (SA)

d) If SA reduces the error then use the CAA again else annealing around center of
zero is used to find an entirely new set of starting weights and the CGA is tried
again.

e) After adjusting the error between the input vector and the desired output the
network is leamnt. Figure 4 shows the overall computation steps in the training
phase.
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Flg. 4 Flowchan of the naural nstwork computation steps

The following sections explain briefly the three algorithms; genetic algorithm,
conjugate gradients learning algorithm and the simulated annealing algorithm.

3.2.1 Genetic Algorithm

Genetic algorithms (GA) are global search and optimization techniques modeled
from natural genetics, exploring search space by incorporating a set of candidate
solutions m parallel [14]. A genetic algorithm maintains a population of candidate
solutions where each candidate solution is usually coded as a binary string called
chromosome, A chromosome also referred to as genotype, encodes a parameter
set {i.c., acandidate solution) for a set of variables being optimized. Each encoded
parameter in a chromosome is called agene. A decoded parameter set is called

phenotype. A set of chromosomes forms a population, which is evaluated and .

ranked by a fitness evaluation function. The fitness evaluation function plays a
critical role in GA because it provides information about how good each candidate
solution is. This information guides the search of GA . More accurately, the fitness
evaluation results determine the likelihood that a candidate solution is selected to
produce candidate solutions in the next generation. The initial population is
usually generated at random. The evolution from one generation to the next one
involves three steps: (1) fitness evaluation, (2) selection, and reproduction as
shown in fig, 5.

E 11
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Fig. § Architecture of the Genetlc Algor/thm

First the current population is evaluated using the fitmess evaluation function and
then ranked based on their fitness values, Second GA stochastically selects
“parents” from the current population with a bias that better chromosomes are
more likely to be selected. This is accomplished using a selection that is
determined by the fitness values or the ranking of a chromosome.

Third, the GA reproduces “Children” from selected “parents” using two genetic
operations and mutation. This cycle of evaluation selection and reproduction
terminates when an acceptable solution is found, when a convergence criterion is
met or when a predetermined limit on the number of iteration is reached. The
crossover operation offspring by exchanging inforination between two parents
chromosomes. The mutation operation produces an offspring from a parent
through a random modification of the parent. The chances that these two
operations  apply to a chromosome is controlled by two probabilities; the
crossover probability and the mutation probability. Typically, the mutation
operation has a low probability of reducing its potential interference with a
legitimately progressing search.

All the individuals in each generation must be evaluated with respect to the
network error. If the network error is improved, the genes of this individual will be
decoded to the network weights. These weights can be used as the initial weights
for the Conjugate Gradients learning Algorithm (CGA).

3.2.2 Conjugate Gradients learning Algorithm

The majority of computation time in this algonithm 1s spent in one operation:
finding the minimum of the error function when the weight vector variables are
constrained to lie along aline [15]. In other words, a vector containing all of the
weights, Wo, and a direction vector, Wd. The problem is to minimize the function
f (Wo + t Wd) of one variable, t. The clever choice of the direction Wd is
responsible for the rapid convergence of the conjugate gradient algorithm.
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The process of minimizing a univariate function requires two steps. In the first
step the minimum is bracketed by finding three points such that the middle point is
less than ( has a smaller value function than) its two neighbors. In the second step,
the interval containing the minimum is refined until satisfied with the accuracy of
its location.

3.2.3 Simulated Annealing Algorithm

It 15 used to avoid local optima by allowing temporary, limited deterioration of
actual solutions [16]. It radically differs from conventional algorithms that always
proceed by deterministic exchanges, that may lead to local optima. Thus in the SA
approach, state transitions leading to actual increases in the objective function can
be accepted with a certain probability. A basic characteristic of SA is that the
quality of the final solution does not depend on initial configuration. In practice
faster solutions can be obtained with faster cooling schemes, which may yield a
bunch of near optimal selutions or even optimal solutions.

Generally SA solves a combinatonal optimization problem formulated as a pair
(W, f), where W is a finite set of weights configurations, possibly a huge one, also
called a space of configurations, and f isan objective function (errors) which
associates a real value to each possible configuration. Thus what has to be done is
to search for configuration(s) with minimum error (cost). Departing from an initial
configuration, SA generates a series of configurations eventually leading to the
configuration with minimum etror. The transition between two successive
configurations is managed by a stochastic mechanism. The acceptance of newly
generated configurations is based on the value of the objective function:
configuration with decreasing objectives is always accepted, whereas
configurations with higher costs can be occasionally accepted with a certain
probability. The possibility of accepting higher cost solutions avoids a sequence of
solutions getting trapped in local minima.

3.3 Artificial Neural Network Testing Phase
Although, the training phase takes time, the test phase can be used to give fast
decision. The test phase steps can be listed as follows;
I. Extract the index terms of the document under classification using the
feature extraction algorithm
2. Extract the index term occurrence in the domain from the domain Trie
3. Arrange the index terms to match the ANN input vector
4. Choose the test mode of the ANN and determine the proper domain
classification
5. If the document is classified then add its index terms to the domain
thesaurus Trie and update the index terms concutrence.
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4 Applications And Results
Four basic IEEE domatns are chosen for the applications. These domains are:
#1 IEEE TRANSACTIONS ON SOFTWARE ENGINEERING
#2 IEEE TRANSACTIONS ON ENERGY CONVERSION
#3 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING
#4 JEEE TRANSACTIONS ON RELIABILITY
Each domain contains 8 training abstracts. The SAN has the following topolegy:
Input neurons ;25 Hidden neurcons : 25 QOutput neurons : 3
An absolute percentage error (APE) is used to evaluate the network performance. This
measure i given by :
APE =| (Actual - classification ) * 100/ Actual |
The number of randomly generated individuals in the population pool is set 50 and the
number of generation =4 . The crassover rate = 0.7 and the mutation rate = 0.0002.
Fig 6 shows the absolute percentage error of the four domain test data samples. The
maximum APE was found 2.7% while the minimum value was 0.4.

Fig 6. Absolute percentage error

2 3
’ The domains of abstracts |

Fig 7 shows that the probability of getting accurate classification in the two domains #1
and #2 needs less index terms than the domains #3 and #4. This is due to the high weights
of words in the corresponding domains (weights in domains #1 & #2 > #3 & #4).

Fig. 7 Domain subjective cataloging
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Extracting the index terms

Three abstracts are used to extract the index terms via the rule induction
knowledge base. The 1% and the 2°® abstracts have index terms given by the
authors. The third does not include index terms.

I - Generalization and Generalizability Measures

Abstract

In this paper, we define the Generalization problem, summarize various
approaches in generalization, identify the credit assignment problem, and
present the problem and some solutions in measuring genraliability. We discuss
anomalies in the ordering of hypotheses in a subdomain when performance is
normalized and averaged, and show conditions under which anomalies can be
eliminated. To generalize performance across subdomains, we present a
measure called probability of win that measures the probability whether one
hypothesis is better than another. Finally, we discuss some limitations in using
probabilities of win and illustrate their applications in finding new parameter
values for values for TimberWolf, a package for VLSI cell placement and
routing. [17]

Index Terms (Given by the author)

Anomalies in generalization, credit assignment problem generalization, machine
learning, Subdomains, probability of win, VLSI cell placement and routing.
Extracted index terms (via the rule base)

1 :- Length=126

Count of Keywords = 11

Extracted Index Terms QOccurrence Probability
anomalies 2 0.0158
credit assignment 1 0.0079
generalizability 1 0.0079
generalization 3 0.0238
generalize performance 1 0.0079
measuring genraliability 1 0.0079

erformance 1 0.0079
probabilities 1 0.0079
| probability 2 0.0158
timberwolf 1 0.0079
VLSI cell placement 1 0.0079

3- Knowledge based software architectures: Acquisition, Specification, and
Verification

Abstract

The concept of knowledge — based software architecture has recently emerged as

a new way toimprove our ability to effectively construct and maintain complex
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large-scale software systems. Under this new paradigm, software engineers are
able to do evolutionary design of complex systems through architecture
specification, design rationale capture, capture, architecture validation and
verification, and architecture transformation. This paper surveys some of ihe
important techniques that have been developed to support these activities. In
particular, we are interested in knowledge / requirement acquisition and
analysis. We survey some tools that use the knowledge — based approach to solve
these problems. We also discuss various software architecture styles,
architecture description languages (ADLS), and features of ADLS that help
better software systems. We then compare various ADLS based on these
features. The efficient methods that were developed for verification, validation,
and high assurance of architectures are also discussed. Based on our survey
results, we give a basis for comparing the various knowledge based systems and
list these comparisons in the form of a table [18].

Index Terms (Given by the author)

Knowledge based system, software architecture, knowledge acquisition,
architecture specification languages, architecture style, formal specification,
compositional verification,.

Extracted index terms (via the rule base}

2 :- Length =202

Count of Keywords = 20

Extracted Index Terins Occurrence Probability

| architecture description languages 1 0.0049
' acquisition 1 0.0049

ADLS 2 0.0099
' architecture 1 0.0049
' architecture transformation 1 0.0049
| architecture validation 1 0.0049
| architectures 1 0.0049

assurance 1 0.0049
| features 2 0.0099
i knowledge 5 0.0247
| requirement acquisition 1 0.0049

software architecture 1 0.0049

software architecture styles 1 0.0049
| software architectures 1 0.0049
| software engineers 1 0.0049
' software systems 2 0.0099

systems 2 0.00%9
| techniques 1 0.0049%
| validation 1 0.0049
| verification 3 0.0148
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3- “ Causal Knowledge Elicitation Based on Elicitation Failures
“The paper presents and an approach to causal to knowledge
election supported by a tool directly used by the domain expert this
knowledge election approach is characterized by trying to guess an
interpretation of the knowledge entered by the expert the tool
initially general as it used self customizes its guessing capability
remembers failures in guessing in order to avoid similar failures in
the future when they occur elicits their explanation even in this case
elicitation is supported by guessing the bases of previous similar
Sfailures the resulting overall effect is that the tool digs up
tenaciously causal knowledge from the expert’s mind playing in this
way a cooperative role for model building “ [19]

Extracted index terms (via the rule base)

3 :- Length=113
Count of Keywords = 14

E. 17

Extracted Index Terms Occurrence | Probability
cooperative role 1 0.0088
case elicitation 1 0.0088
domain expert 1 0.0088
expert 1 0.0088
expert's mind 1 0.0088
failures 3 0.0265
guessing 2 0.0176
guessing capability 1 0.0088
initially general 1 0.0088
interpretation : 1 0.0088
knowledge 2 0.0176
knowledge election 2 0.0176
madel building 1 0.0088

tenaciously 1 0.0088

5 Conclusions

This research presents a framework for subjective cataloging and document
classification suitable for large scale knowledge network using rute induction and
supervised neural network. The indexing terms and key words already presented in
feading transactions and journals are used to build domain specific thesaurus. An
automatic index term rule induction system is presented to generate the index
terms from the title and abstract of a given document. Using initial key words
generated by the automatic indexing program and the domain thesaurus for a given
document, the supervised neural network is used to simulate human associative



E. 18 A.E El- Alfy

memory functions when classifying the documents. The neural network is
enhanced by the genetic algorithm, conjugate gradient algorithm and the simulated
annealing algorithm. The results indicates that using the neural net for document
classification is an important over the direct human classification. A future
application of the automatic indexing might involve extracting the new domain of
knowledge according to the weights of newly extracted indexing terms.
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