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ABSTRACT 
Largeeddy simulation (LES) and Reynolds-averaged Navier-Stokes simulations (RANS) with 
different turbulence models (including the standard k - E , the standard k - 0, the shear stress 
transport k - 0 (SST- k - w model) and Spalart-Allmaras (S-A)-turbulence models) have been 
employed to compute the turbulent flow of a two-dimensional turbulent boundary Iayer over an 
unswept bump. The predictions of the simulations were compared to available experimental 
measurements in the literature. The comparisons of the LES and the SST- k - w model including 
the mean flow and turbulence stresses are in satisfied agreements with the available measurements. 
Though the flow experiences a strong adverse pressure gradient along the rear surface, the 
boundary layer is unique in that intennittent detachment occurring near the wall. The numerical 
results indicate that the boundary layer is not followed by mean-flow separation or incipient 
separation as that shown from the numerical results. The resolved turbulent shear stress is in a 
reasonable agreement with the experimental data, though the computational result of LES shows 
that its peak is over-predicted near the trailing edge of the bump, whiIe the other used turbulence 
models, except the standard k - & , under-predicts it. Analysis of the numerical results from LES 
confirms the experimental data, in which the existence of intemal layers over the bump surface 
upstream of the summit and along the downstream flat plate. It also demonstrates that the quasi- 
step increase in skin fiiction is due to perturbations in pressure gradient. The surface curvature 
enhances the near-wall shear production of turbulent stresses and is responsible for the formation 
of the internal layers. 
The present investigation also explains the capability of the used RANS turbulence models to 
capture the driving mechanism for the surprisingly rapid return to equilibrium boundary layer over 
the trailing flat plate found in the measurements. 
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1. INTRODUCTION 
The flow past c w e d  surfaces is a complex process 
which is provoked, in general, by the interaction 
between geometry- and generated pressure gradients 
with the boundary layer developing on the surface. In 
circumstance in which there is a m n g  pressure, a 
closed recirculation region may arise following 
separation. This is the case, for example, in a 
spanwise uniform, unswept cylinder or surface bump 
which is confined, in the spanwise direction, by walls 
that are perpendicular to the cylinder or bump. More 
generally, the surface of the body interacting with the 
flow will be highly three-dimensional, and the 
separation pattern tends to be much more complex, 
featuring a wide range of topological entities such as 
curved detachment and attachment lines and nodes, 
focal points and saddles (Perry and Chong [I]). 
Moreover, separated regions may be in the form of 
streamwise-oriented vortical structures which do not 
reattach and do not form a closed recirculation zone. 
Examples in which such conditions are encountered 
are highly-loaded swept wings and fan blades, 
strongly curved circular ducts and three-dimensional 
smooth (hill-shaped) constrictions in ducts. Most 
flows encountered in applications, however, are 
typically subject to perturbations in external 
conditions, e.g. pressure gradient and mature .  
Generally, when there is a sudden change in the 
boundary conditions, such as a change in the pressure 
gradient or surface curvature, the boundary layer 
responds by forming an internal layer that grows 
from the wall. 
The particular interest of the present study is large- 
eddy simulation (LES) and Reynolds-averaged 
Navier-Stokes (RANS) with different turbulence 
models of the non-equilibrium turbulent boundary 
layer flowing over a bump. The bump is formed by a 
prolonged convex surface with two additional short 
concave regions fore and aft (Figure 1). The flow 
over the bump permits examination of boundary 
layer distortion by combined perturbations in 
streamwise pressure gradient and surface curvature, 
and recovery following the removal of external 
perturbations. The particular configuration shown in 
Figure 1 is considered since boundary layer 
properties have been reported by Webster et al. [2] 
and provide a means for evaluation of simulation 
results. By this geometry, the boundary layer 
experiences a short concave region, a longer convex 
region, another short concave region, and then 
returns to the flat plate. The flow is aIso subjected to 
streamwise pressure gradients: first mild adverse, 
then strong favorable, strong adverse and fmally mild 
favorable, see Webster et al. [2]. 
LES with dynamic as well as no-subgrid scale 
modeling was performed by Wu and Squires [3] to 
calculate the flow of two-dimensional boundary layer 

over the bump of Webster et al. [2]. The inflow 
condition to the bump domain was generated from a 
separate precomputed flat plate boundary layer. The 
same idea is also used in the present research. 
However, Wu and Squires [3] found great 
discrepancy occurring in prediction of peak shear 
stress levels along the rear bump surface. 

2. COMPUTATIONAL METHOD 
2.1 Large Eddy Simulation (LES) 
In the present work, computation with LES of the 
incompressible Navier-Stokes equations is employed. 
Since the large eddies are computed diiectly, only the 
effect of the smallest (subgrid) scales of motion is 
modeled. This should be an advantage in simulation 
of non-equilibrium boundary layers since, although 
the large eddies may depend significantly on changes 
in external conditions and flow history, the small 
eddies probably respond more rapidly to external 
pembations. Therefore, it is still reasonable to 
model the small scales using simple closures, e.g. 
eddy viscosity formulations such as the dynamic 
subgrid-scale (SGS) model of Germano et al. [4], see 
Wu and Squires [3]. 
The concept of dynamic modeling is a method for 
evaluating SGS model coefficients diiectly from 
information contained in the resolved turbulent 
velocity field. The model is formulated to sample 
turbulent stresses fiom a band of the smallest 
resolved scales and then extrapolates this information 
to the SGS range [4]. 
The numerical algorithm and solution methods are 
described here briefly. The spatially filtered 
incompressible Navier-Stokes equations for resolved 
scales in IRS are 

where zjj is the subgrid scale (SGS) stress tensor. 

All the coordinate variables, velocity components 
and pressure are non-dimensionalized by the bump 
cord length C, the inflow freestream velocity U, 
and p ~ :  , respectively. The time is normalized by 
CJU,. The governing equations (1) and (2) are 
rewritten in a conservative form in generalized 
coordinates. The dependent variables in the 
transformed Navier-Stokes equations are volume 
fluxes across the faces of computational cells, which 
are equivalent to the use of the contravariant velocity 
components on a staggered grid multiplied by the 
Jawbian of the coordimate transformation, see El- 
Askary et al. 151. 
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The SGS stress tensor zij is modeled by a 

Smagorinsky type eddy-viscosity model: 

Where, C, is the Smagorinisky coefficient and is 
dynamically computed employing the procedure 
proposed by Germano et al. [4] and = is 

the resolved-scale strain tensor. In this procedure the 
eddy kinematic viscosity V, is equivalent to c$(q 
with A as the local grid size. This model is the most 
commonly used subgrid model in large eddy 
simulation of incompressible flow as discussed in [6] 
and successively used by Wu and Squires [3]. 
The discretization of the convective fluxes in the 
governing equations is a second-order accurate 
AUSM formulation 151. In the AUSM scheme the 
convective and pressure terms within the inviscid 
flux vectors are treated separately. The convective 
terms are approximated upstream biased using a 
properly defmed cell interface velocity, while the 
pressure term is computed using the sound velocity. 
The viscous flnxes are discretized using central 
differences of second-order accuracy. Furthermore, 
an explicit 5-step Runge-Kutta time stepping scheme 
of second-order accuracy is used for the temporal 
integration. 
The origin of the streamwise ( x )  coordinate is the 
onset of curvature, see Figure I-a. As given in Ref. 
[2], the bump height reads h = 20.lmm and chord 
length is C =305mm, i.e., the chord-to-height ratio of 
the bump is (Clh=15.2). The height of the 
computational domain is 0.498C measured kom the 
flat plate surface (y = 0). 

. $ R . M ~  
Fig. La Streamwise cross-section of the bump 

geometry with all dimensions in mm. 

Fig. 1.b The numerical grid used for LES. A view of 
x-y surface consists of 240 x 75 (divided by 2 in x- 

direction for clear view) 

At the surface the no-slip boundary condition, i.e., 
u, = 0 is imposed. Periodic boundary conditions are 

applied in the homogeneous spanwise direction of 
thickness 2.236,, where 6, is the boundary layer 
thickness at the inflow of the computational domain. 
This sufficient spanwise extension was tested and 
satisfied in [5] and [7]. Dirichlet conditions are 
applied at the fieestream boundary, while a 
convective boundary condition is considered at the 
exit plane. 
Turbulent inflow conditions for LES must reflect the 
three-dimensional, unsteady nature of turbulence. In 
principle, the computational domain should be 
extended to include all the upstream geometry and 
flow conditions that may influence flow properties 
farther downstream. The experimental results of 
Webster et al. [Z] indicated that the bump produces a 
small distortion of the flow at a location onethird 
chord length upstream of the onset of curvature 
( x l C  = -113). In the simulation, it is necessary to 
specify a realistic, two-dimensional boundary layer at 
the same location in order to compare LES 
predictions to experimental measurements. As 
suggested in [3], in the current study, a time- 
dependent velocity field at the inflow is generated 
through a separate LES calculation of flat-plate 
boundary layer over a momentum-thichess 
Reynolds number range 1400 Re, 1700. The flat- 
plate boundary layer simulation (inflow generator) 
also requires an inlet boundary condition, which is 
provided by using the method of Lund and Squires 
[8]. After a statistically steady state had been 
reached, all velocity components at a location 
Re,=1500 are stored for approximately 

273& /Urn at a time step Af = O.OIGmf IU, and 

are subsequently fed to the inlet ( x l C  =-113) of 
the computational domain of the bump flow 
simulation. However, the experimental 
measurements of Webster et al. [2] were collected for 
three reference momentum thickness Reynolds 
numbers roughly equal to Re, = 1500, 2500 and 
4000. The behavior was similar for each case; see 
Webster et al. [2]. In LES, the lowest Reynolds 
number is only considered'to save the computational 
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costs and time. The inflow boundary layer thickness 
was experimentally registered by Wehster et al. [2] to 
be 6M/C=1.5 at x/C=-1/3.  The length of the 
downstream flat plate is 23C and the width of 
computational domain as discussed previously is 
2.236,, which corresponds to the value of 0.22C 
used by Wu and Squires [3]. As case 1 of Wu and 
Squires [3] for dynamic subgrid scale modeling, the 
grid generated for the present computation with LES 
is 240 x 75 x 65 (in streamwise, x , normal y and 
spanwise z -direction, respectively), representing 

keestream constant non-dimensional grid sizes AxC 
and Az' of 44 and 21, respectively, see Figure I-b. 
The measured skin friction coefficient C, of Webster 

et al. [2] can be used to compute the smallest near- 
wall grid height Ay in the wall normal direction in 
order to ensure a well resolved boundaty layer. 
According to the definition of the one-wall unit, i.e., 
Ay+ = 1, the first cell height at the wall is computed 
from 

An expansion factor of 1.1 is used to generate the 
grid in the wall-normal direction. 

2.2 Reynolds-Averaged Navier-Stokes (RANS) 
In the family of RANS, the eddy viscosity turbulence 
models is based on the assumption that the Reynolds 
stress tensor Ti; is related to the mean strain rate 

through an apparent turbulent viscosity called eddy 
viscosity V, 

in all RANS models, the eddy viscosity is computed 
through partial differential eqnations, either two- 
equation model, such as k -  & of Launder and 
Spaldmg 191, k - w of Wilcox [lo] and shear stress 
transport k - o , (SST-model of Menter [I 11) or one 
equation turbulence model of Spalart and Allmaras 
[12] (SA-model). The equations of the mentioned 
turbulence models used here are given in references 
19-12], Detailed derivation of turbulence models can 
be also found in references, such as Launder and 
Spaldiig [9], Yakhot and Orszag [13], Shih et al. 
[14] and Wilcox [lo]. 

2.2.1 The standard k - E model 

The standard k - E model was derived by assuming 
that the flow is fully turbulent and the effects of 
molecular viscosity are negligible, Launder and 
Spalding [9]. The turbulent kinematic viscosity is 

computed from turbulent kinetic energy k and its 
dissipation rate & as follows: 

kZ  v, =c,- 
& 

(5 )  

+ P k - - E  

where the turbulent production rate is deftned as 

8 = 2v,SvS, (7) 
The transport equation for the kinetic energy 
dissipation E is eiven in the form of 

The empirical values of constants appearing in the 
transport eqnations are given in Table 1. 

Table 1. Constants of the standard k - E model 

2.2.2 The original k - W model 

The second turbulence model developed by Wilcox 
[lo] is k -a model. In addition to the k eqnation a 
new equation is specified for the specific dissipation 
rate w to determine the turbulent viscosity 

The turbulent viscosity p is computed by 

combinmg k and w as follows: 

* Pk p, = a  - 
a, 

(11) 

The prodhction of the specific dissipation rate P, is 
defined fiom 

The closure coefficients a and a* are taken to be 
unity, see Ref. [lo]. 
The dissipation of k is represented by 

yx =P'fska, (13) 

with 
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1 ak aw where, = --;.--. p' = p; 4 / 1 5 + ( ~ e , / ~ , r  
t -  w ax, (m) 

The dissipation of m is given by 

Y, =  fa^^ (15) 

where, 

and 

The model constants are p,' = 0.09, P = 0.072, 

Rp = 8 ,  uk = 0.5 and u, = 0.5.  

At a no-slip wall, all turbulent quantities, except u 
are set to zero. As pointed out by Wilcox [lO],u 
satisfies the following equation near the wall: 

2.2.3 The shear-stress transport (SST) k- w 
model 

The basic idea beh'md the SST model is to retain the 
robust and accurate formulation of the Wilcox k - a, 
model in the near wall region, and to take advantage 
of the freestream independence of the k - .z model 
in the outer part of the boundary layer. In order to 
achieve this goal, the k - E model is transformed 
into a k - w formulation, see Menter [ l  I]. The 
original model is multiplied by a function F, and the 
transformed model by a function I - F, and both are 

added together. The function F, will be designed to 
be one in the near wall region (activating the original 
model) and zero away from the surface. The final 
form is - - 

~ ~ 

Let 4 represents new model constant that can be 

calculated from the constants 4, (D,, , D ~ , ,  PI ), and 

$4 ( a k z ,  ua2, P, ) as follows 

~ = G I  +(~-FI )~z  (21) 
with 
u,, =0.85,u,, =0.65,8, =0.075, 

p- =0.09,~=0.41,~,  = P, l a '  -u~,K~IJT 
and 
o;, =l.O,ua, =0.856,P2 =0.0828, 

p '=0.09,~=0.41,y~ =.L321,5'-cr~2~2~,@ 

The function F, is defmed as follows: 

F, = tanh(arg:) 

with 
& w 400v arg, = max(min(-;0.45-);y) 

0.090~ 0. y a, 
(23) 

where y is the distance to the next surface and the 
eddy-viscosity is defined as: 

where a, = 0.3 and 0. is the absolute value of the 
vorticity. F, is given by: 

with: 

In the SST model, Menter [I 11 suggested the use of 
6 the following near-wall value: , + as 

PI Y 

2.2.4 Spalart-Allmaras model (SA-model) 
The Spalart-Allmaras one-equation model [I21 
proved to be very efficient and robust for various 
challenging aerodynamic flows and was already 
successfully applied to many different calculations 
with the presence of pressure gradient. In the SA- 
model, the eddy viscosity is computed through a 
partial differential equation. In particular the eddy 
viscosity v, is computed by an intermediate variable 

v" through the relation: , 
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where ,y is the ratio 

and fvl is a damping function. The intermediate 

variable v" is computed by solving a differential 
equation that can be written in compact form as: 

+c,,(i-f,,)Sii-(c,,f -c , f , ,~~ ' ) (? ld)~+f , ,~u '  

where, f,, = ,y3 /(x3 + cV13), = F/ v and V is the 

laminar kinematic viscosity. 
The production term 2 is given by: 

~ = S + ( V I X ~ ~ ~ ) J , ,  (30) 

S is the magnitude of the vorticity, d is the distance 
to the wall; and 

f"2 = 1 - xl(1 + Zf", ) (31) 

The destruction function, f,, is given by 

where, g = r + ~ , ~ ( r L r )  and r = r/(S"~'d'). 

The transition functions are 

where, g, = min(O.l,Au /o,Ax). 

In the transition functions, o, is the vorticity at the 
surface and Ax is the grid spacing along the X 
diection. The velocity difference between a field 
point and the surface was Au. 
Spalart and Allmaras [12] used the following set of 
empirical constants: 
C,, = 0.1355,Cb2 = 0.662,~ = 2 / 3 , ~  = 0.41, 

C, = C , , I K ~ + ( ~ + C , ~ ) / ~ , C ,  =0.3,Cw3 =2, 
CUI =7.I,C,, =l,C,, =2,C,, =l,CLq =2.  

The inflow boundary condition of v" is v" = O.lv 
and taken to be zero at the wall. 
The model doesn't include the turbulent kinetic 
energy k, which is simply dropped from the averaged 
equations [12]. This missing feature doesn't seem to 
play a decisive role in the computations presented in 
the original paper. Since the transition tripping 
functions introduced by Spalart and Allmaras 1121 
are rarely implemented by researchers [15] due to 

numerical and implementation difficulties, they are 
dropped in the present work. 
All computations of RANS are based on a finte 
volume numerical method for solving two- 
dimensional Reynolds-averaged Navier-Stokes 
equations. The well-known SIMPLE algorithm was 
applied for coupling the velocity and pressure fields. 
More details about the numerical scheme are given in 
[9, 16-17]. In this method, a non-uniform staggered 
grid m g e m e n t  in which the velocity components 
are located on the control volume surfaces and the 
scalar quantities are located inside the control 
volumes. For the computation of fluxes, the power- 
law differencing scheme of Patankar [IS] was used. 
With the differencing scheme, the resulting matrix of 
coefficients is diagonally dominant; therefore, the 
scheme is unconditionally stable. The discretized 
algebraic equations were solved using a line-by-line 
method with appropriate under-relaxation factors for 
faster convergence. 
The two-dimensional RANS computational domain 
has the same streamwise length of LES domain, but 
its height (H) represents the original tunnel height of 
the experimental test rig of Webster et al. [2], in 
which H/C=0.498. The grid used for RANS is 
240 x 100 in streamwise and wall-normal direction, 
respectively. It is clear that, the number of grid points 
for RANS in y diection is more than that of LES, 
because RANS simulation considers the two walls of 
the wind tunnel with near-wall fine grid spacing of 
order y* = 1. 

3. NEAR WALL TREATMENTS OFRANS 
In the region near the walls (the upper and lower 
walls), the gradient of quantities is considerably high 
and requires fme grids close to the wall to capture the 
change of quantities. This causes the calculation to 
become more expensive meaning time-consuming, 
requiring greater memory and faster processing on 
the computer, as well as expensive in terms of 
complexity of equations. For k - E turbulence 
model, a wall function which is a collection of semi- 
empirical formulas and functions provides a cheaper 
calculation by substituting the fine grids with a set of 
equations linking the solutions' variables at the near- 
wall cells and the correspondmg quantities on the 
wall. For mild curved flows where no separation flow. 
occurs, the standard wall function proposed by 
Launder and Spalding [9] becomes reliable. For the 
k - w models, when the low-Reynolds number 
effects are activated, the near-wall grids have to be 
very fine to obtain the better results for the near wall 
modeling. However, for the high-Reynolds number 
flows which are of concern here, the low-Reynolds 
number effects can be neglected so that the near wall 
grids follow a rule of the wall hc t ion .  The near wall 
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treatment of SA-model is considered as explained in 
Ref. [12]. 
To generate a suitable inflow condition to the 
considered computational domain of RANS 
simulation, a duct of one meter length and the same 
height of the computational domain is 6rst simulated 
and then the results are extracted to feed the inflow 
data to the bump domain. The grid sizes (Ax, Ay ) of 
the duct is the same as that of the upstream portion of 
the bump. Uniform velocity to the duct with 
U,, = 15.5m/s, which is corresponding to Urn of 
the experimental work of Ref. [2] (nearly 16.6 mls). 
The inflow turbulence intensity is considered to be 
0.2% as reported in [2]. For the k - & model, the 
dissi~ation rate of k at the inlet of the duct is 

kl.5 
computed eom = ~ 0 . 7 5  -, where C, is 

' 0.070, 
constant and it is approximately equal to 0.09 and 
D, is the duct hydraulic diameter. The same value 
of turbulence kinetic energy is specified for the 
k- a, model, and # is presumed as 

4. RESULTS AND DISCUSSIONS 
Computations with different methods including LES 
and RANS simulations with different turbulence 
models were performed. The simulations 
verifications are based on the experimental 
measurements presented in Ref. [2]. 
Gross features of the turbulent boundary layer 
structure on the bump surface are visualized using 
the iso-vorticity contours and are shown in Figure 2. 
Incoming turbulent boundary layer @om left to 
right) with its fingerlike forms over the upstream flat 
plate is noticed. The inclination angle of the finger 
forms is strongly affected by the presence of the 
bump surface, in which a strong increase of the 
structure angle is clearly visible near the top of the 
bump surface, because of the increase of momentum 
convection normal to the wall towards the outer layer 
and the presence of a strong pressure gradient 
(discussed later). However, after the trailing edge of 
the bump (in the downstream flat surface), the 
perhwbations produced by the bump surface are still 
observed in the relaxation of the vortices with high 
inclination angles to the surface. 
Figure 3 shows the unsteady streamwise velocity 
contours computed by LES. The ejection-sweeping 
mechanism of the turbulent boundary layer is 
noticed Approaching the top of the bump surface, it 
is clearly seen a near wall internal shear layer 
generation, which extends in the downstream of the 
bump surface: -A strong elongation of near-wall 

eddies with lowering the near-wall velocity with the 
presence of strong pressure gradient on the rear half 
of the bump is also observed. 

Figure 2. Iso-voricity contours near the bump 

xlCxl0 
Figure 3. Unsteady velocity contours on the bump 

surface 

Figure 4 shows comparisons of the mean non- 
diiensionalized surface pressure coefficients cP 
with the experimental data of Webster et al. [2]. The 
static pressure distribution is non-diiensionalized by 
the eeestream dynamic pressure (prn = O.SpU$) at 

the upstream reference location 
(x/c=-0.33: c, =P,IP, =(P-P~,)IO.S~U$). 
As discussed in the introduction, the flow 
encountered a mild adverse pressure gradient as it 
approached the bump. The flow accelerated in a 
strong favorable pressure gradient on the upstream 
side of the bump and then decelerated in the similarly 
strong adverse pressure gradient on the downstream 
side. Downstream of the bump was a constant-area 
rectangular section and the flow relaxed back to a 
near-zero pressure gradient. All the numerical 
simulations, including the present LES and the 
different RANS models, agree reasonably with the 
experimental measurements of Webster et al. [2] in 
representing the bump surface pressure distribution. 
The upper wall pressure distribution is numerically 
introduced in Figure 5. There aren't available 
experimental measurements on the upper wall of the 
tunnel, so only the RANS results with all tested 
turbulence models are presented. The reduction of 
pressure to its lowest value is corresponding to the 
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reduction of flow cross section due the presence of 
the bump wall. 

0.2 7 , 

x1C 
Figure 4.Wall-static pressure coefficient on the 
bump surface compared with that measured by 

Webster et al. [2] 

0.1 O 2  -.. -..> .-.-...-r.-.. A [mi : ,...l..-......~ 4 
0 ......,.-T..,.-..-. %... . ".i ,.--.---- 

i 

I a.6 L i C S_j-_jl. 
0 0.5 1 115 

xfc 
Figure 5. Wall-static pressure coefficient on the 

upper wall of the tunnel 

The skim fiiction coefficient is defined as: 
C,, = r, / 0 . 5 p ~ 2 / ,  where 2, is the local wall-shear 
stress as shown in Figure 6. The skim-fiction 
coefficient exhibits an interesting response to the 
combined perturbations in pressure gradient and 
curvature. It is clear that, the skin-fiction coefficient 
tends to decrease when a boundary layer is subjected 
to adverse pressure gradient or convex wall; 
favorable pressure gradient or concave wall tends to 
increase the skim-fiiction coefficient. The slight dip 
centre near the bump apex ( x / C  = 0.5 )  was clearly 
evident in the experimental data of Webster et al. [Z] 
and the present simulation with LES and not 
predicted with all RANS models. However, the 
numerical results obtained fiom k - w, SST k - a, 
and SA turbulence models are fairly good, but the 
standard k - 6 produces higher values of C,. The 

presence of streamline curvature of flow is the main 
cause of the over-prediction produced in the results 
of the standard k - E model. An incipient separation 
is numerically predicted near the bump rear with LES 

and all RANS models except the standard k-€ 
model. However, there is not sufficient resolution of 
the experiment1 data to show any incipient 
separation. 

x/c 
Figure 6. Wall-skin friction coefficient on the bump 
surface compared with that measured by Webster et 

al. 121 

The inverse criterion of the upper-wall pressure: 
distribution (shown in Figure 5) is observed in the 
upper-wall skin fiiction coefficient as seen in Figure 
7. The low pressure near the bump apex is 
responsible for the increase in Cf at this location on 

the upper wall. 
The streamwise mean velocity profiles at eight 
streamwise locations, reading x l  C = 11 2,2 /3,5 16, 

11/12,1,7/ 6,413 and 513, are compared with the 
experimental measurements of Webster et al. [2] and 
shown in semi-logarithmic form in Figure 8. The 
velocity profiles are normalized by the local external 
fiee-stream velocity U ,  and the vertical coordinate 
is pormalized by the inflow momentum thickness, 
Om, = C / 7 8 .  

x/C 
Figure 7. Wall-skin fiiction coefficient on the upper 

wall of the tunnel 
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Figure 8. Predicted mean-streamwise velocity against that measured by Webster et al. [2]. 
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The predicted mean streamwise velocity profiles 
using LES and RANS with k  - a, and SST k  - a, 
turbulence models at all locations given above are in 
reasonably good agreement with the measurements 
of Webster et al. [Z]. The presence of streamline 
curvature strongly affects the performance of the 
standard k-& as well as the S-A turbulence 
models. The LES results exhibit exceptions at near- 
surface region along x l C  =2 /3  and 516. At these 
locations, a shear layer may be start to develop from 
the surface and consequently strong intermittent 
reversal of the boundary layer. Over the downstream 
flat plate, LES and RANS with k-a,  and SST 
k - a, turbulence models predictions compare 
reasonably well with measurements and show a rapid 
relaxation to the same of flat plate boundary layer. 
However, the standard k-E turbulence model 
exhibits a measurable under-predictions at all stations 
compared to those from the other simulations in the 
logarithmic region at the same time of the over- 
predictions of the S-A model. Near the trailing edge 
of the bump, i.e., in the concave wall region, the SST 
k  - a, turbulence model is going to under-predict the 
experimental data in the logarithmic region. Figure 8- 
a. shows that for 10, > 1.0, the velocity profiles of 

all turbulence models and LES are well collapsed 
with the experimental data of Ref [2]. Generally, as 
noticed from Figures 8-b to 8-h, the SST k - o  
turbulence model is approaching to the experimental 
results giving the best turbulence model in view of 
the other used RANS turbulence models in the 
present research. 
The predicted mean streamwise velocity using SST 
k  - a, turbulence model against that measured by 
Webster et al. [2] in the entire domain from the bump 
surface to the upper wall of the duct at the locations 
x/C=1/2,2/3,5/6,11/12 and 1 is shown inFigure 
9. Clearly visible is the good performance of the SST 
k -  o turbulence model. It is noticed also an 
asymmetric development of the velocity profiles on 
the two walls. On the bump wall the boundary layer 
thickness is greatly increased with approaching the 
trailing edge of the bump because of the strong 
adverse pressure gradient generated on the 
downstream half of the bump, while the small 
adverse pressure gradient on the upper wall causes 
lower increasing rate of the boundary layer thickness. 
The turbulent stresses can be computed from the 
estimated mean strain rate as 

" 2 k  - , where k is the turbulent < u', u', >= --6, - 2,u,Su 
3~ 

kinetic energy and pt is the turbulent viscosity. 

Figure 9. Predicted mean- streamwise velocity using 
SST k - w turbulence model against that measured by 
Webster et al. [2] in the entire domain from the bump 
surface to the upper wall of the duct at the locations 
XIC =1/2,2/3,5/6,11/12and 1 (fromlefitoright). 

The predicted profiles of streamwise turbulent stress, 
<u'u'z ,  are compared with the experimental 
measurements and shown in Figure 10. At the 
downstream previous mentioned locations reading: 
(x/C=1/2,2/3,5/6,11112,1,716,4/3, and 5/31, 
shown in Figure 10-a to 10-h, the numerical results 
of LES as well as RANS with the given turbulence 
models are presented. The one-equation model of 
Spalart-Allmaras (S-A model) is not illustrated here, 
because there is no explicit equation from which the 
turbulence kinetic energy can be computed. The 
standard k  - E turbulence model produces good 
verification at all locations in the outer layer of the 
turbulent boundary layer in view of the other 
considered RANS models. Good predictions of the 
near wall peaks of the turbulence stress at all 
locations can be fairly good predicted by LES, while 
qualitative results from RANS models are seen. At 
the bump apex ( x l C = 1 / 2 ,  see Figure 10-a), the 
profile has a knee point at approximately y10 = 1 as 
registered by Webster et al. [2] and the same knee 
can be observed in the present numerical results 
approximately at the same height. This results fmm 
the destruction of turbulence production in the outer 
layer by convex curvature and favorable pressure 
gradient and the development of an internal layer 
over the upstream convex surface. In the profiles on 
the downstream side of the bump, the knee point and 
the location of the local maximum moves away from 
the wall, indicating that the internal layer grows away 
from the wall in the adverse pressure gradient. 
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Figure 10. Predicted mean-streamwise turbulent stress against that measured by Webster et al. [2]. 
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By the x / C  = 1 location as shown in Figure 10-e, the 
internal layer had grown approximately to y l 8  = 3 
in the experiment of Webster et al. [2] and the same 
is observed qualitatively in RANS with k - w and 
SST k - o turbulence models, while it is delayed to 
y/B = 4 in the LES results. At this location the 
boundary layer thickness had also grown 
significantly. 
The flow encountered a second internal layer, which 
appears explicitly at x l  C = 7 16, as seen in Figure 
10-f, where two local maxima in the streamwise 
turbulent normal stress profile are experimentally and 
numerically with the present LES only observed, 
while non of the present RANS models can predict 
this behavior. The inner peak is due to the new 
internal layer and the outer peak is the remnants of 
the upstream intemal layer. As the flow evolves 
downstream on the flat plate, the new internal layer 
grows whiie the outer peak decays away. 
Using SST k - a, turbulence model, the square root 
of the streamwise turbulent normal stress is presented 
against that measured by Webster et al. [2J in the 
entire domain from the bump surface to the upper 
wall of the duct at the locations 
~IC=1/2,2/3,5/6,11/12 and 1 is shown in Figwe 
11. Fairly good verification of the SST k- w 
turbulence model is satisfied. The asymmetric 
development of the streamwise stress is also here 
observed due to the same reason discussed in the 
velocity profiles on the two walls (see Figure 9). 

(x/O) or (15u'/12 U wx/C) 
Figure 11. Predicted square root of mean-streamwise 
turbulent stress using SST k - w turbulence model 

against that measured by Webster et al. [2] in the 
entire domain kom the bump surface to the upper 

wall of the duct at the locations 
x/C=I/2,2/3,5/6,11/12and 1 (fromlefttoright). 

The computed and the measured wall-normal stress 
profiles < vlv'> at the same previously discussed 
locations are presented in Figure 12. It is clear that, 
LES predictions are in better agreement with the 
experimental measurements of Webster et al. [2] at 

all locations. Except at the locations x / C =  112 and 
213, the computed results from the standard and SST- 
k - w turbulence models show good agreement also. 
Simultaneously, the standard k - 6 over-predicts the 
experimental data at all locations. It is interesting to 
note that in contrast to the streamwise normal stress, 
the wall-normal stress doesn't exhibit knee points 
over the summit and downstream of the trailing edge. 
It is also observed that, the large peak at x / C = l  
moves gradually up through the boundary layer with 
increasing downstream distance and decreases in 
magnitude. The progress of the peak through the 
boundary layer is well experimentally and 
numerically with LES marked by a "hitch" in the 
< vrv'> profiles, which is first evident nearly at 
y lBq=2  in the x I C = 5 / 6  profile. This hitch 
almost appears to pin down the profiles from 
x/C=516 to x / C = 7 / 6 ,  with the region above it 
almost unaffected by the large peak growing and 
subsiding below. At X I  C = 4 I 3 ,  the inner peak has 
grown further outward, and the hitch in the profiles is 
located at approximately 1 = 4.5 and that can 

he seen experimentally and exact numerically with 
LES and the standard as well as SST-k-w 
turbulence models, see Figure 12-g. 

0.012 ,---r-' , I 
! I 

Y/% 
(a) x l C  = 112. 
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YJ%f 
(c) x I C = 5 / 6 .  

Y k Y t  
(h) x I C = 5 / 3 .  

Figure 12. Predicted mean-wall-normal turbulent 
stress against that measured by Webster et al. [21. 

Also the SST k - w turbulence model is used to 
compute the square root of the wall-normal turbulent 
normal stress as shown in Figure 13. The numerical 
results is verified with the measured wall-normal 
stress measured by Webster et al. [2] in the entire 
domain fkom the bump surface to the upper wall of 
the duct at the locations x l C  = 1/2,2/3,5/6,ll/l2 
and 1. Good comparison of the SST k -w 
turbulence model with the experimental data is 
clearly noticed. 

Figurel3. ~re'dicted square root of mean-wall- 
normal turbulent stress using SST k -a, turbulence 
model against that measured by Webster et al. [2] in 

the entire domain fiom the bump surface to the upper 
wall of the duct at the locations 

x / C =  1/2,2/3,5/6,11/12and 1 (from left to right). 
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The predicted resolved turbulent shear stress- 
< u'v'> is compared with that measured by Webster 
et al. [Z] and presented in Figure 14 at all previously 
discussed locations. The simulations including LES 
and RANS with all used turbulence models are 
included. Good agreement of LES results with the 
experimental data is clearly observed at all locations. 
At the summit, x I C  = 112, LES predictions of the 
reduction of shear stress by convex curvature are in 
reasonably good agreement with the measurements, 
while clear over-predictions of all used RANS 
models are noticed. The predictions of LES capture 
the significant increase in the turbulent shear stress 
near the wall along the bump surface, where the 
boundary layer experiences strong adverse pressure 
gradient, see Figures 14-b to 14-e. All used RANS 
models, except the standard k - E turbulence model, 
can qualitatively predict the near-wall peaks. As 
noticed, the standard k - E turbulence model over- 
predicts the peaks at all locations. The over- 
prediction (especially in the outer region) persists 
downstream of the trailing edge of the bump. It is 
noticed that the peak in the turbulent shear stress 
profdes over the downstream flat plate is a result of 
the decay of those shown in Figure 14-c, d, which are 
produced under strong pressure gradient. 

Yltt,, 
(a) x IC= 112. 

I I 1 

0006 . .  .....,,..,.,,.. RANS I( (I, dC=1 --- pIA% {&dl. &=I 
. N ' ~  0-005 s-- 9- - .. -- Rm*y&A>, ~Jl2rnl 
a -l\ o,oo4 . -.-.I .:\. o EF; data, XIC-! 

0 2 4 6 6 1 0 1 2  
YJ%t 

(e) x l C = l .  
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Y"M 
(g) x / C = 4 / 3 .  

0 2 4 6 8 $0 12: 
Yle,, 

(h) x / C = 5 / 3 .  
Figure 14. Predicted turbulent shear stress against 

that measured by Webster et al. [2]. 

(x/c\ or (30ou~12 U~WXICI 
Figure 15. Predicted turbulent shear stress using SST 

k - a, turbulence model against that measured by 
Webster et al. [2] in the entire domain from the bump 
surface to the upper wall of the duct at the locations 
n/C=1/2,2/3,5/6,11/12and 1 (from lei? toright). 

Figure 15 shows comparisons of the measured 
turbulent shear stress profiles of Webster et al. [2] 
with the computation of the SST k - w turbulence 
model at locations x l C  = 112,2/3,5/6,11/12 and 1 
in the entire duct domain from the bump surface to 
the upper wall of the duct. The results indicate an 
enhancement of the turbulent shear stress near the 

trailing edge of the bump compared with the other 
straight upper wall. The concave surface at the 
trailing edge of the bump is mean reason for this 
increasing in turbulent shear stress level. 

5. CONCLUSIONS 
A spatially developing turbulent boundary layer flow 
over a two-dimensional bump has been computed by 
largeeddy simulation (LES) with dynamic subgrid 
scale modeling as well as by using the Reynolds- 
Averaged Navier-Stokes (RANS) equations with 
various turbulence models. The RANS models 
include the standard k - E , the standard k  - m , the 
shear stress transport (SST) k - w  as well as the 
one-equation model or Spalart-Allmaras (S-A) 
model. The numerical studies are validated with the 
available experimental data of flow past a two- 
dimensional bump, in which curvature and pressure- 
gradient effects are important. A canonical flat plate 
boundary layer introduced at the inflow boundary to 
the bump was generated from a separate 
computation. The flow is then subjected to external 
perturbations in streamwise pressure gradient and 
surface curvature and causes a strong departure from 
equilibrium along the bump surface, relaxing towards 
equilibrium over the downstream flat plate. The 
mean velocity is predicted reasonably well by LES 
and all turbulence models, except in the adverse 
pressure gradient-region where the LES and the shear 
stress transport (SST) model predict the mean 
velocity better than the other tested models. 
The interesting feature is that as the flow developed 
on the downstream side of the bump the boundary 
layer and an internal layer grew rapidly due the 
adverse pressure gradient. The knee point in the 
turbulent stress profiles evolved away from the wall 
more rapidly than the momentum thichess. The 
turbulent stresses appeared to be increasing on the 
downstream side of the bump, but this was due to the 
internal layer growing away from the wall. In the 
streamwise turbulent stress profiles, this character is 
clearly visible fiom the LES results and qualitatively 
noticed from SST k -  w  turbulence model. The 
discontinuity in surface curvature near the trailing 
edge triggered a second internal layer which is 
noticed by two maxima in the streamwise turbulent 
stress profiles. This could be captured using LES 
with dynamic subgrid scale modeling. 
In the adverse pressure-gradient region and in the 
recovery region of the flow, however, the SST model 
under-predicts the shear stress by approximately 
30%, while the best verification can be obtained from 
LES in the recovery region. It is found that the 
RANS models performance is dependent on the flow 
conditions, whereas the LES performs better than the 
best studied RANS model (SST k - w )  in the 
present studied configuration, but with higher 
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computational costs. On the other hand, the standard 
k-E model needs improvements to capture the 
streamlime curvature. 
It is suggested to extend this study, experimenaly 
and numerically, to different bump heights in order to 
test the quality of turbulence models with the 
presence of separation. However, the non-linear eddy 
viscosity is recommended to be used in such 
configuration. It is also recommended to use the 
hybrid LES/RANS technique in order to save the 
computational time. 
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7. NOMENCLATURE 
Bump-chord length 
Skin-friction coefficient 

Wall-pressure coefficient 

Smagorinisky coefficient 

Hydraulic diameter 

Height of the wind tunnel 
Bump summit height 
Turbulence kinetic energy 
Production of the turbulence kinetic 
energy 
Production of the specific dissipation rate 

Pressure 
REYNOLDS number 
Shear-stress transport 
Strain tensor 

T i e  
Timeaveraged streamwise velocity 
Bulk streamwise velocity 

Free-stream velocity 

Unsteady velocity components in a 
Cartesian svstem 

<u 'u'>, Streamwise, normal and shear 

<v 'v ' >, Reynolds stresses, respectively 

<u'v'> 
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U~ Friction velocity, Jz, / p, 
X, y, Z Coordinates in streamwise, transverse and 

spanwise direction 

Yk Dissipation of turbulence kinetic energy 

Y +  
Non-dimensional-inner coordinate, 
y+ = u,ylv 

Y Distance from the wall 

Greek symbols 
&+ A ~ +  &+ Non-dimensional grid spacing in 

wall coordinate 
& Turbulence-energy dissipation rate 
6 Boundary layer thickness 

So KRONECKER delta (Ji j  = 1 if i = j, 

and Jij = 0 othemise) 

K VON K h h k h  constant (= 0.41) 
P Laminar viscosity 

Pt TurbuIent viscosity 

vt Turbulent kinematic viscosity (= p ,  / p ) 
P Fluid density 

rg 
Subgird scale tensor 

=w 
(Time averaged) wall shear stress 

0 ' Momentum thickness 
w Specific dissipation rate 

Subscript 
i j k Component i, j, k of a vector 
ref Reference value 

w Wall condition 
co Free-stream value. 

Acronyms 
AUSM Advective upstream splittingmethod 
LES Large-eddy simulation 
RANS Reynolds-Averaged Navier-Stokes 
SGS Sub-grid scale 

v Kinematic viscosity (=p / p ) 
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