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Coarse Segmentation of Textured Images

Using Variance Analysis
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ABSTRACT

This paper presents a novel approach for the segmemation of atextured scene. The
algorithm is image-based, no specific model is assumed for the image. Also, no a priori
knowledge abour the different texture regions, neither their number, nor their behavior is
assumed. The algorithm partilions the image into small disjoint square windows, and the
variance for each window data is caleulated. Then the K-means clustering algorithm is
applied upon these windows. Together with the K-means algorithm, a new distance
measure has been defined. This new distance measure was deduced from a stalistical test
known as Bartfeit’s rest based on the variance of the windows data. The same statistical
test has aiso been applied but in a different fashion to determinc the number of diffcrent
texturcs in the image. The new image-based distance measure has been tested and
compared to a model-based Ewclidean distance measure, with each window modeled by a
non-causal Gaussian Markov Rondom Field (GMRF). The results of the eomparison
have shown thal the new distance measure is mueh simpler and faster, while vielding to
a sl robust and effective segmentation.
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. Tatroduction

The objective of texture scgmentation is 10 separate an image intwo differcnt
tegions of homogeneous behavior. It 15 an early processing task necessary o many
applications such as: segnientation of scenes into distinet objects or regions, classification
or recognition of surface materials, compuration of surface shapes and orientatior,
moton analysis, and unage data compression.

Textures are generally defined according Lo one of two different aspects, namelv
structural and statisucal. From the structeral point of view, textures are formed by micro
siructures or grains, which are pnimilives known as fexels, and an accompanying
grammar for the placement and reproduction ol thesc texels. Obviously, this approach
restricts 16 quiic regular patterns, as 1018 highly difficult o determine either the texels, or
the gramunar for non-regular textures. However, from the statistical point of view, texture
is defined as a patern represented by a ser of statistical measurernent features. Because of
the random nature of npatural texturcs. smiuny rescorchers focused on the latter approach
and applied the stochastic models for the image representarion. Special interest was
directed towards the Simultaneous Auwto Regressive models (SAR) [1-7] and the non-
causal Markov Random Field models (MRF) [2- 13). Also. the Gibby Distribution (GD)
received much auention (§].

This interest towards random field models encouraged many researchers to base
their texture segmentation algorithms vpni these models. Derin and Efffot [14]. and [135]
made use of the Gibbs distributioh, winle {3, 16-19] used the MRF models and [3, 20,
21] exploited the SAR models.

To achieve good segmentation using the above models, the segmentation sheuld
be initiated with sufficient information about the number of textures in the image, and
their model parameters. This problem can be solved if un algorithm 1s defined to coarsely
segment the image (segmentation at a low resolution). With a coarsely segmented image,
we can detine the number of different textures in the image, their occupied locations and
wetefore the. -+ .2l parameters. Obv.ously, this algorithm should be simple and fast to
initiate a fine segmentation algorithm with 2 minimized overhead.

Fung et 4 [16] proposed an algorithm that performs coarse segmentation. Their
algorthim is constructed within the frainework of a split and paradigm. It is based on the
GMRF together with a likelihood rutiu lest 1o guide the split and merge process. The
algorithm proposed by Fung er al. leads 1o good results, but is too exhaustive 1o be used
prior to a fine segmenter.

Since many problems of image analysis are related to human visual perception, it
will be quite useful to review a model of human lexture perception. Texture research has
been moslly driven by Julesz' conmjecture that the human visual system cannot
discriminate between fextures differing only in third and higher-order statistics [22].
Although Gagalowicz [1]  prescnted several counterexamples to the Julezs' conjecture,
he pointed-out that these coumerexamples ace very difficult to gonerate, and that they are
only faintly discriminable, and thus concluded that the Jwlezs' conjecture seems 10
provide a useful bound for human visual iexture discrimination.  As a direct consequence
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of this conjecrure, second-order statistics are frequently used as effective features for
texture classification and discriminaton. The second order moment (or simply the sample
variance) is obviously one of the simplest second order statistics (hat ¢an be used.

This paper presents a novel approach to coarsely segment a textured seene in an
unsnpervised fashion. The algorithm starts by pattitioning the image into a number of
relalively smail disjoint windows, and the variance is ealeulated for the window data.
Becanse of their smail size, most of the windows are homogeneous. We apply a well-
known vector quantization algorithm known as the K-means elustering algorithm upon
the windows to cluster them in X different classes (or textures). Together with the K-
means algorithm, a new distance measure has been defined. This new distance measure
was deduced from a stalistieal test known as Bardlent’s test [23] based on the variance of
the windows data. The same slatisticai test has been applied but in a different fashion to
determine the number of different clusters formed.

The algorithm results in a coarse sepmented image, where the smoothness of the
boundaries depends on the size of the used windows.

The coarse segmenrtation can be used in applications where it is required to
estimate the texture locations, which can also be used to model the textures according to
some appropriate models., The algorithm also provides a good imtiation for finer
seginentalion algorithms with a minimized overhead.

This paper involves'(1)The coarse segmentation of textured scemes  in an
unsupervised enviromment, and (2)The definition of a new distance measure based
on a statislical test to be used to discriminate between rextures.

The oreanization of the paper is as follows : Section Il introduces the new
distance measure. Section [I[ defines the proposed segmentation algorithm. Section IV
presenls a comparison of the lime eomplexity of the propused algorithm with other
similar algorithms. Section V gives the segmenration and comparison results. Seetion VI
is the conclusion with the recommended perspectives.

I1. The New Distance Measure

To be useful, a distortion measure musl be tractable. so that it can be analyzed and
computed, and subjectively relevant, so that differences in distortion values can be
visually discriminative. From [24], any distance function d(x. y) can be accepted as
having the qualitics of a distance measure if it satisfies the following rules:

dix,x)=0,

d(x,y)>0 for x=y,

d(-rs.y) = d(}’:'\()s

d{x, py+d(p, 2y zd{x,2)

Our new distance measure is applied on scalar dala. It is based on the varianees of
the compared data sets. It i1s ofieu important to know with some degree of certainty
whether the varianccs of 1wo data sets are the same, i.e. they do not differ significantly;

such variances are said to be homogeneows. We made usc of 2 stalislical test known as
Bartfeit’s test {23]. This test is applied to test (he humoypeneity of two or more variances.

(1)
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Bartlert's test is a special applicalion of the well-known xz test, in which we compare Lhe
difference between the total number of degrees of freedom times the natural logarithm of
the pooled estimate of variauce and the sum, extended over all samples. of the product of
the degrees of freedom and Lhe natural iogarithm of the estimate of variance. Thus, if »,

is the sample size, s; is the estimate of variance from sample i, & is the number of

samples, and 52 is the pooled estimate of variance, then the Barilert’s lest requires the
calculation of

1=}

x’ :l vln?—g(v,lnsf)} (2)
c

where

l\)

and Xx; =
m=1

J ! i
0
k-1
vy v, (4
i=0
where v; is the number of degrees of freedom of sample i (v; =1, - 1)

}f )

1 LN | 1
L_1+3(k—-1){,2.;‘[;’]_1_l (6)

The distance measure we are proposing will be the ;(2 test, calculated for two
variances {(k=2) such that

d(‘- J’) ;(. El ': {7)

S|J—S -r), vp=n =1, vy=a =1, k=2

<:1~

aud

It can be easily shown that this new distanice measure complies well with the
required properties in {1).
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III. The Segmentation Procedure

The proposed segmentation algorithm begins by partitioning the image into a
number of relatively small disjoint windows. The varianee for eaeh window dalais
calculated. Then, we apply the K-means algorithm, with the new dislance measure
defined in (7).

As previously diseussed, the proposed algorithm works in an unsupervised
enyironment, in which the number of textures in the image is unknown. Therefore, when
applying the K-means aigoritim, we are faced with the problem of determining the
number of ¢clusters & we want 10 be formed.

To determime the number of clusters {textures) in the image, we begin the
segmentation process by assuming the image to be composed of only two textures, and
apply the K-means afgorithm. Then, we apply a statistical test based on the );3 test
defined in (2) o determine whether the formed elusters are homogeneous or not to some
pre-defined level of sigiificance. If the clusters are found to be not homogeneous, we
repeat Lhe K-means algorithim while enabling it to form one more cluster, This procedure
is repeated until we first find that two (or more) of the formed clusters are homogeneous.
Finding that some of the formed clusters are homogeneous gives an indicalion that the
number of formed clusters is greater then e actual number of lextures in the image.
Thus we can determine that the actual number of textures in the image is equal to the
number of clusters formed at the previous stage.

The Statistical Test Used to Guide the K-Means Algorithm

A Determining The Homogeneity of Two Clusters

To determine whether two clusters 7 and j are homogengous or not, we are going
to test the homogeneity of their variances using the Bareleit's test by computing the ¢~
measure defined in (2). We adopt the classical procedure for testing statistical hypotheses
[23]:

1- Define the null hypothesis /4, and the alternative hypothesis 1,
H) : the two variances are not significantly different (homogeneous).

H, : the two variances are signifieantly different.

2-  Calcuiate the lest statiste (12 measure) for the pre-defined number of degrees of
freedom (k=2, then degrees of freedom = 1}

£.3
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3- Define the significance level & for the test (P{",(2 >xi]=a}, and accordingly
determine from the xz taples the value xi for the specified number of degrees of
freedom (in our case, nuinber of degrees of freedom =1).

The significance level o is a measure of the probability that the difference between
the two variances is due 1o chance alone.

4-  Perform the test by comparing ;(2 and xi.

If the caleulated value of 12 exceeds ;(_i . then, the probability that the differeace

between the two variances is due to ehance alone is even lower than the significance level
a, and we are justified in rejecling the null hypothesis {and accepting the alternate
hypothesis that the two variances are significantly different].

B The Proposed Aigorithm

1- Partition the [mage into @ number of relalively sinall disjoin! square windows, and
calculate the variance for each window dara.

2- Initialize the number of clusters 10 2.
3- Calculate the cluster centers.
4- Apply the K-mieans algorithm using the distance measure defined in (7).

3- Test the homoueneity of the variances for the formed clusters for a pre-defined
significance level. If they are not significantly different go 10 7.

6- Store lhe clustering results {windows classes), increment the current number af
clusrers by 1 and go to 3.

7-  Actual mumber aof clusters = cument mumber of ciusters - 1, retrieve the last
clustering resuils.

8- Segmeniation is done.

IV. Time Complexity and Storage of the Proposed Algorithm:

In this section, we are going 10 compare our image-based distance measure 10 a
model-based distance measure based on the Gauwsyian Markoy Random Field Model
{GMRE), from the point of view of the required computations and srorgge. We have
chosen the GMRF model as it is extensively used in the recent literature. The 4t order
GMRF has shown o be robust for the svnthesis of natural textures, and therefore we are
going 1o use il in our comparison.

As previously slated, the image is partitioned into small A x M disjoint square
windows.

Let £ denote the sel of grid points of the Af x M square window sueh that:

Q== 00<i,j<M-1}
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and let {y(s)} dencte a random field with y(s) the field at point s representing the zero-
mean gray level.

Using the 4 order GMRF, it is needed to calculate for esach window. 2 feature
vector @ = (@, G*, ﬁ. where 1 is the sample mean, and © and &7 are respectively
the GMRF parameters and (he mean-square ervor and are defined as follows

Let Q(s) =col[yis+r)+ps—r), rekX,] and

No={0, 1}, (1, 0), (L, 1), (=1, 1), (0, 2,

(2, 00, (1, 2), (2, DD, (-1, 2), (=2, 1)}
then the leasi-square estimares & of lhe parameters are defined as
-
6= [Z Q(s)@rm} [E,m‘ Q(J)y(s)}

l . ~
and the mean s uare error ¢~ due to the model parameters iy detined as

o3 3 [na-670w]

s=Q
Al Required Computatiuns
Computations Needed
Facter | {n= multiplication. 4= division, a= addition)
New Method Traditional Method
Features W Al a-Mm+1d)} WA(232 M2+ 100) a
Calculation + (21 M 100 m+2d
+ 10% 10 martrix inversion}
¢ WillZa+12d}
[
K-means I{3a +44d I{lda+154d
+ WK (distance measure}! | + WK (distance measure)}
=f{5a +4d =/{l4a+15d
+ WK GBa+2m+1d)y |+ WR(9a+10m)}
Total o {(6 M+ )Y {(1287 M2 + 696 + 10x10
Com FRTHIY VK a matrix inversion) ¥
+ (104+ 69 WK) I} a

Table 1. Computations needed to perform segmentation

E. 7
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The proposed algerithm achieves a very large speedup over a model-based segmenter
using a 4W order GMRF. This speedup is due (o several factors. These factors are the
features caleulation, the fearures normalization, and the K-means algorithm.

segmentcrion time = features calculation + features normalization
+ K-means fusing some distance measire)

If the image is partitioned into ¥ disjoint windows, and composed of X textures,
then the computations needed for the segmentation are as shown in Table L. In the table, /
represents the number of iterations needed to perform K-means. The last row of the table
shows the tetal number of computations needed in terms of additions by eonsidering that
typically

Time of one muitiplication = at least Time of § additions

and  Tine of one division = at leasi Time of 6 additions

(1287 M? + 696 + (104 + 690X +10 % 10 matrix inversion
(6MF + W + (27 +35WK) 1
For typreal vaiues of a 312x312 image, with 6 lextures, and choosing a 16x16

window, assuming the worst value of 1 = 20, the speedp is found 1o be 88.54! And for a
236x 236 image, with 4 textures, 1 = 10, the speedup is 144.56!

speedup =

B.  Required Storage

For 1he proposed distance mensure, swe only need to store the variance while for
the GMRF, we need to store 12 parameters for each window.

Y. Results

In this section, we present the segmentalion resulis performed on some images of
real textures, All test images were digitized into 64x64 sample images of 256 gray levels.
The digitized images have been used with no pre-processing. Each image was subdivided
into non-overlapping windows . We used 16x 16 and 8x8 windows, The sample variance
was computed for each window. Also, the 410 order GMRF parameters were caleutated,
to help perforn a comparison between the proposed distance measure and a model-based
distance measure.

The K-means algorithm was applied in both, the image-based and the model-
based cases. For the GMRF model, wc applied the Euclidean distanee measure with
normalized paraineters.

To determine the homogencity of the clusters formed by the K-means, we apply
the statistical test defined in section IV.A. We used for this lest a signilicance level o =

5%. whicl equivalently corresponds to 12 values of xi =3.841. Thus if the computed
value of 12 for any two clusters is found to be larger than 3.84, these two clusters ean

be considered to be significantly different. Figures | through 4 show the original image
followed by the sepmentation performed using the GMRF parameters and finally by that
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based on the proposed distance measure. The first row shows the experiments carried oul
using 16x16 windows , while the second row shows the experiments carried out using 5x
8 windows.

The results have shown 1o be consistent for values of o ranging from 0.5% to 5%.
But if the textures are very similar a value of & = 10% is more appropriate.

Fig. |. (a} Original image composed of "Flowers and Tiles” (b) Coarse seg. using GMRF, Euchdean
distance, and K-means, 16x16 window (¢} Coarse seg, using new algoruhin, 16x16 window {d) Coarse
seg. using GMRF, Euclidean distance, and K-means, 8x8 window

{2) Coarse seg, using new algorithm, §x3 window

VI. Conclusion

In this paper, we have presenled a new algorithm for the coarse segmentation of a
textured scene using an tmage-hased approach. The algorithm works in an unsupervised
fashicn, with no required a priori knowledge aboul the number of textures in the image
nor their behavior, The segmentation was performed using the K-meczs  algorithm with
a newly defined distance measure. The algorithm was compared to algorithms using a
model-based approach. The GVRF was used in the comparison. The results indicate that
the proposed algorithm is much simpler and faster while using less storage and achieving

belter seementation. The new algorithm also gives good results even with small block
sizes (giving less coarse segmentation). The main probiem that faces the proposed
algorithm is the choice of the blocks sizes. If these blocks are chosen too large, regions of
differing texlures may be lost. [f the blocks are chosen too small, discriminating among
similar textures may be difficult. Also, if the exwres in the image are of significan(ly.
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Fig. 2. (a) Original image composed of "Flowers, Water. and Sand” {b) Coarse seg. using GMRF,
Euclidean distance, and K-means, 16x16 window {cj Coarse seg. using tew algacithm, 16x |6 window {d}
Coarse seg. using GMRF, Euclidean distance, and K-means, Bx8 window

(e) Coarse seg, using new aigorithm. 8x8 window

Fig. 3. (a) Onginal image composed of "Raflfia, Grass, and Rocks” (b) Coarse seg. using GMRF, Euclidean
distance, and K-means, 16x16 window (¢} Coarse seg, using new algorithm, 16x!6 window (d} Coarse
seg. using GMRF, Euclidean distance, and K-means, $x8 window

{2} Coarse seg, using new algorilhm, 8x3 window



(d} (2)

Fiz 4, ta) Original image composed of "Rocks and Stucen” (b) Coarse seg. using GMRF, Euchdean

distanee and K-migans, 1616 window (c) Coarse seg, using new algorihin, 16x 16 window (d) Coarse

sea vaing GWRF, Euclidean distance, and K-means, 8x8 window

(&) Coarse seg, using new algorithm, 818 window

different degrees of smoothress or courseness, discrimination between them is a difficult
task. Therefore, some method should be applied to lake 1mo account the grain size of the

(41

(5]

(6]

{7l

(8]

different texiures
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