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ABSTRACT

This arcicle introduces a comparison between three different
processing cechnigues for the selection of speech features.
These featurss can be used for speaker recognition or speech
recognition. A comparison between the performance of a system
based on the linear prediction code, a syscem based on the
cepstrum and a system based on cthe short time energy is
introduced. Feature selection is very effective for racogniuon
accuracy. This work i1llustrates where each of chese features
are more efficient for speaker recognition or for speech
recognitcion.

The resulets show that the short time energy in time domain is
very effective for speech recognicion where its accuracy is
found to be 92%. In spzaker identification, the accuracy of
idenctificacion for the features depending on energy in each
frame 1s found to be 60%. It may be recommended that the
featuras based on the energy per frame may be used for speech
recognition. The features based on the Cepatrum give accuracy
of 94% and 98% for speech recognicion and speaker

identificacion respectively The accuracy of linear prediction
code fearture is found to be 95% for speaker idencification.Se
the fzartures depend on cepstrum may be recommended for speaker
identifier or speech recognition.
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A recognition system for spoken digits are given using the
above features with neural networks. The neural network has
been used as a tool in this comparison.

1, INTRODUCTION

All the applicacion areas of speech technology, including
speech recognition, speech synthesis., speech coding and
speaker recognition require some form of preliminary analysis
of the s@peech. Speech analysis techniques may be broadly
classified as eicher freguency domain or cime domain

approacnes.

The major goal in speech analysis is to estimate the frequency
response of the vocal tract. The techniques of processing the
speech gignal using a multiple bandpass filter, discrete
Fourier transformacion (DFT) and cepstrum can be used to
achieve this goal. Time domain measures such as the auto
correlation function , 2ero -crossing rate, and sigonal energy
can alsoc be used to extract useful informacion about the
speech signal. The parameters considered by Walf (1] were pitch
at selected point in words, spectral characteriscics of nasal
consonants, spectral characteristics of selected vowels,

estimacted slope of the excitation spectrum and duration of a
selected vowel. Recognition error rates of 1,5 percent were
obtained. The features considered by Sambur(2] were vowel
formant frequency and bandwidth and glotcal source poles,
location of pole frequencies in nasal consonant, pictch

contours and timing charactaristics. Sambur found that the
most important features were timing characteristics, pitch and
low -order formants. He obtained an error of 3 percent. Li and
Wrench([3] extended Wakica's cechnique by comparing all che
vowels in the unknown utterance wich all che vowels in each
reference set. They obtained recognition accuracy ranging
from 79 percent to 96 percent.

Markel and Davis(4] used a data of approximately 36 hrs. of
spesch, caken (Crom interviews., The [eatures used were pitch,
amplitude, and 10 reflection coefficients. Means and standard

deviations for all these parameters were computed for varying
number of voiced frames.

2. EXPERIMENTS AND TECHNIQUE
2.1 Linear Pradiction Mathnod
The basic idea behind the linear prediction method is thac
sample value of speech, X(n] can be approximated as a linear

combination of the past p speech samples. Macthematically, the
linear predictor is described by the equation(5]:

X(nlaayXin-1]+aX[(n-21+, . 00nennnncnnenns +apX(n-pi

oL ay X(n-k] ;k=1,2,..... P ()
where
X(n] is the predicted sample at instant n and a; a3 ..ap are

che predictor coefficients. It is impossible to u&!.l::'ndl
signal sample exactly and this leads to a p ctcion error
E(ni at each sample instant,

E(n] =« X(n] - X" (n] (2)
Wnere X' (n] is the actual speech sample.
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By minimizing the mean squared error between the actual spesech
samples and cthe l:nearly predicted ones, the predictor
coefficiencts can be decermined by solving a set of linear
equacions. A set of prediccor coefficients can predict the
speech reascnably accurately over stationary portioms. In
order t£¢ match  the time varying properties of speech, a new
get of predictor coefficients are calculated every 10 - 30
ms(1]. The problam in linear prediction is to determine the ag
coefficients So as to minimize the mean square error, E over a
specified number of samples.

E=X82[n) = X{ Xx(n - Xnl)2

Or dE/dajy » . 2 T XIn-j1{ Xin]l- Za, X(n-kl} =« 0

go, :

La X (n-j)1X[n-k!=IX[n] X[n-j); Kejsl,2,...p R & ¥
- *, L]

Two different efficient methods exit for finding the solution
of this syscem of eguations. These are known as the auto
correlation and covariance mechods (6] .The multipliers of the
au coefficients and the right-hand sides of the system of
equation (3] can be put in the form of auto-correlation values
of the speech signal for specific sample shifts. These are
computed by first mulciplying che speech signal X(n) by a soft
window function of duration K samples, and the auto-
correlation valuss are calculared from:

Rikl=L{wln]XIn)*W[nekiX(n+k], k=0,1,2....... p o 4

The auto correlation function gives a measure of the
correlacion of a signal with a delayed copy of itself These
predictor coefficients will be considered as the feature of
the speech samples for each frame.

2.2 Short Time Epergy Punction

The short time energy function of speech may be computed by
splitting the speech signal into frames of N samples and
computing the total squared values of the signal samples in
each Eframe. Bplitting the signal into frames can be achieved
by mulciplving the signal by a suitable window
Winl,n«0,1,2,, N-1, which is zero for n outside the range
(O,n). A simple rectangular window of duration 10- 20 ms is
suitable for this purpose. For a window starting at sample m,
the short- time energy funccion En may be written as[7]:

Eg= L(XI[n]) win-m])? (5)

The energy per frame will be considered as a feature for the
speech signal.

2.3 The Cepstrum
The cepscrum of a signal i1s che Fourier transform of che

logaricthm of its power spectrum. Let X(a@) denote the specrcum
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of the woicad speech signal, Plw) the :plcr.rlln of the pictch

impulses and H(e) che spectrum of the vocal tract which
includes Lhe gffeces  of the glottal wave form. The
relationship between the magnitude of cthese three cpectra can
be expresged simply as followa[g]:

Ixta)l = leiwl * | Bl

Taking the logarithm of this eguation gives :

Log [ ximl)= Log |ejm)l+ Log |Hia)l (6)

Thus, in the logarithm of |xtw]l the concributicns due to pla)
and Alm) are added. The contributiom from Hiwm), which is
essentlally determined by the properties of the wvacal trage
icsels, ctends to wvary slowly with fregquency, while the
contribution Efrom plewl terds to wvary more rapidly and
pericdically with frequency. Thess two component should be
geparable by means of a linear filceving operation. Removing
pitch ripple from eguation (&}leaves only the vocal tracc
transfer f[unction. Taking the Fourier cransform of it,
cepscrum can be obcained.

2.4 TIME RORMALIZIATION

8y time normalization, is meant the process where cime-varying
features within the words aAre brought into line., The classical
technique is simply to strecch or compress the unknown word
unifermly until it atcains the same length as the reference.
This process depends for its accuracy on accurate end poinc
adencaificacion. Time normali-aticn is now fregquently done by a
process known as ctime warping(%]. 'Time warping ttchnique' is
used in cthis work for time normalization for spcken digits.

2.5 ENDPOINT ALIGHMENT

The first step in recognition or identification is the problem
of endpoint alignment {decermine che locacien of the spoken
word during che recording interval). The algorithm used to
decermine the endpoint has been described by Rabiner and
Sambur 10l . The end region is defined as the region from the
end of the word to the poinc at which che energy first exceeds
10 percent ©f the maximum =nexgy. Bquivaleatly, an iniclal
region is defined from the beginning of the word to the t
at which the energy first exceeds ) percent of the

The remainlng section i& termed the middle region. The middle '
region i the desired signal.

2.6 EXPERIMENTS

Speaker identification becomés more difficult as the size of
the speaker popularion increases, the input template must be
compared each with each scored template. Using neural network
for speaker idencificacion may solve this problem.

#ive persons have recorded 2250 files,containing Arabic spoken
digits. These files are divided into two sers. One set is used
Eor lesarning Che neural network and the ocher for testing it.
fmproving cthe accuracy of the perfcrmance of cthe neural
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network can be achieved by using & tree structured natwork|ll]
So for speaker identificacion, there are nine networks, neural
necwork for every digit. Fig. 1 shows the block diagram of che
hardware implementation of tne neurzl network speaker/speach
recognicion  system. Afcer endpoint alignment and Ccime
normalization, these files are used for preparing the features
of each digit This is done using & PC with speech card and
programs in C-language have been wricten for this propose. The
feacures which have been calculated are energy density per
frame in rcime domain and cepstrum 1in time for the speech
signal. The frame lengcth is taken as 30 ms.

After selection of features, the learning of the neural
network is dong- in a supervised fashicn cto compare the
performance of each (feature For a given colleccion of
ipput foutput pairs of data  (xy,t3).-....{xH,C4), Che
parametric learning modifies the parameters of the network
mipimizing the given performance index Q. The general scheme
of learning €an be concisely “Sxpressed as:

A _parameter = -0 dQ/parameters

where @ denotes the learning rate. The parameters of necwork
are adjusced following chese incrementcs.

new_parameters = actual_parameters + A_parameters
The reader can refer to [12,13) for more details.

1 RESULTS AND DISCUSSION

In pattera recognitien, a comparison is made between a tesc
paccern, representing the unknown tc be recognized or
idencified and one or more reference pacterns which exist in
the paccern library. This comparison takes time depending on
the contents of che library. A neural network learns the
fearures of Cthe patcerns- So, it takes a very short time for
recognicion or idemtificacion.

The normalized features are applied as inputs to the neural
network. For the energy feature, the frame length is caken as
0 ms. After time normalizaction the longest ward has 40
fram=s, so the neural petwork has 40 inpucs. Fig 2 shows
samples of energy-features of che different spokem arabic
digits by the same speaker. The energy-features of digit
‘wahed' for differenc speakers is given in Fig. 3. Any speech
contains information about the word being spoken and about the
idencicy of che speaker. In speech recognition wve wish to
select the first type of features and reduce the effect of the
second. The informacion about the word being spoken can not be
isolated from the information about the identity of the
speaker. The nevral necwork used for speech recognicicn has 40
inputs with 4 oucputs and one hidden layer with 20 nedes.
Afcer learming che »ecwork and adjusting che neural network
parameters, a recognition accuracy of 92% is obtained. A
neural npectwork with che same inputs and 3 ourpurs and one
hidden laver with 20 nodes is used to idencify the speaker.
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Fig. 1 Th® hardware implementacion of the neural necwork
speaker - speech recognition system
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This network may be connected to the recognition necwork
through an  activated logic switch. The first network

recognizes the digit while the second identifies the speaker.
Tables 1 and 2 summarize the learning results. From these
resuyles it is recommended that energy per frame may be used
for speech recognition. Also, the response of the vocal cord
can be expressed by cepstrum analysis which is considered as
an efficient feature. The cepstrum coefficients are cbtained
in 12 frame. 50 the neural network for speech recognition has
12 inputs with 4 outputs and one hidden layer with 16 nodes
while Eor speaker identifier a neural network wich 12 inputs,
3 outputs, and one hidden layer with 16 nodes. is used. The
accuracy of the feature using the cepstrum algorithm is found
to be 94% and 96% for recognicion and identification,

respectively. !

Table 1 Test results using energy features for speech
recognition

Digat NO. of errors No. of tested files
4 10
10
10
10
10
10
10
10
10

-0 DR
OsO0DO0O00 0O

It is clear that the feature of the cepstrum analysis 1s more
accurate than that of energy per frame especially for speaker
identification. Tables 3 and 4 summarize the testing results
of cepstrum feacures for speech recognition and spezker
identification. Figs. 4 and 5 show samples from the cepstrum
features of different spoken arabic digits of the same speaker
and the cepstrum of digit 'wahad' of different speakers

Table 2 Test resulcs using energy features for speaker

identification
Speaker No. of errors No. of tested files
speakerl 1 5
speaker2 3 5
speaker3 2 5
speakerd 3 5
speakers o 5
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Table 1 Tost results using cepscram featurws for speech
cecognicien

Fao.

g
?

Ma. of vepted files
20
19
17
14
21
21
e
20
21

uuammhuﬁﬂﬂ
nﬂHPHUHﬂ“ﬂ

Table 4 Test resulcs using cepsctrum feacur=s Lor spaiker

identificatign
fuq;.-nm:-::i1 Me cof errors Mo of rested
ag
SpeAkErl 1 5
soeaker? o 5
speaker] V] 5
speakerd 9 5
sp=akers 1] -

Moscafa [14) wused rhe LPC coefficients only as a feature o
ipvescigate the speaker idencifier system using neural

necwoerk Hig results show thact che accuracy of LPC was found
to bm 95%.

4. CONCLUSION .

The objective of this article ip to investigste che speech
features and a comparison between these features ia given. ItT
is found thar rthe cepstrum is apowerful feature selection
technique especially for speaker identification. A neursl
network speaker -speech recognition system is given with
complere analysis for che arabic spoken digits
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