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An Automated Essay Grading Framework Based on Neural Networks
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Abstract
This paper presenis a proposed framework depending on Artificial Neural Networks (ANN) that enhance
the process of assessing student’s essays in order (o save the time and cost of manual scoring of these
essays. This framework consists of five phases and the UML model of that framework is defined. Also the
activity diagrams of that system are explained. During the learning algorithm phase, the nerwork trained on
a set of pre-graded student responses by teachers and then a set of essays not used in the training are
introduced to the network to judge the essay. The proposed framework was tested on case study and
presents good resulis compared (o a previously published work using the same case study with another

techniyue.

Kevwords: Essay grading, Automatic grading, Artificial Neural Network, miodel.

1. Introduction

Teachers all over the world spend a great deal
of time just assessing students’ works. Hence, they
have to cul down the time they can devote to their
other duties. Even doing that, somelimes they do
not have encugh time to properly assess-the big
numoer of students they have.
The impacts of computers on writing have been
widely studied for three decades. Computers could
help in assessing students’ work. Revision and
feedback are ecssential aspects of the writing
process. Students need to receive feedback in order
to increase their writing quality. However,
responding to student papers can be a burden for
teachers. Particularly if they have a Jarge number of
students and if they assign frequent writing
assignments, providing individual feedback to
student essays might be lime consuming [15].
Therefore, many authors believe that this situation
has to be solved and some of them have presented
the computer as a new assessing tool [13]. These
authors do not attempt to substituie the teacher with
the computer, but to help the teachers with the

computer software. Automated Essay Grading
(AEG) Systems can be very useful because they
can provide the student with a score as well as
feedback within seconds.

The grading system: is a mechanism used to
determine student’s ability of the given material of
the studying process. Essay is one form of grading,
where there are no choices of answer, and the
student must answer in sentence. Essay answers
may vary greatly between each exam participant,
depending on their own thought.

The automatic understanding of text is a complex
undertaking. Computers that understand natural
language have long been a goal within the Artificial
Intelligence (Al) cosmununity. Many of the carly
approaches 1o understanding tlext were buill on
methods to parse unstruclured text, use predefined
knowledge, and generale natural language.
Language’s words are the basic units that are
assembled in a sentence predicated by a
grammar[18).

The work reported here automatically grades a set
of student’s responses wrilten in English and proves
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that we achieve 85 % for the agreement with
Human Raters and compare these results with the
results found in [13} and provide a detaii discussion

2. Literature review

This section briefly presents an overview of the
current approaches to the automated grading of free
lext answers (essays). Below is a description for a
five systems currently available either as
commercial systems or as the result of research in
this field. These systems are widely used by testing
companies, universities, and public schools.

2.1 Project Essay Grader (PEG),

The Project Essay Grader (PEG) was developed by
Ellis Page in 1966 upon the request of the College
Board, which wanled to make the large-scale cssay
scoring process more praclical and effective. PEG
uses proxy measures to predict the essential quality
of the essays[14,20]. The scoring methodology is
simple. The sysiem comiains a lraining stage and a
scoring stage. PEG is trained on a sample of essays in
the former stage. In the latter slagef proxy variables
{proxes) are determined f{or each essay and these
variables are entered into the prediction equation.
Finally, a score is assigned by computing beta
weights {coefficients) frum the training stage [4].This
system achieves resulis reaching a multiple
regression correlation as high as 0.87 with human
graders{21].

2.2 Intelligent Essay Assessor (IEA)

Another AEG system, the Intelligent Essay Assessor
(IEA). analyzes and scores an essay using a semantic
1¢x1 analysis method called Latent Semantic Analysis
(1.SA) [6]. Latent Semanlic Analysis (LSA) is
defined as “a statistical model of word usage that
permils comparisons of the semantic similarity
between pieces of textual information™ [7]. A test
conducted on Graduate Management Admission Test
(GMAT) essays using the 1EA system resulted in
percentages for adjacent agreement with human
graders between 85%-91% {21].

2.3 E-rater

The Electronic Essay Rater (E-rater) was developed
by thc Educational Testing Scrvice (ETS) to
evaluate the guality of an essay by identifying
linguistic features in the text [2,3]. The E-Rater
uses a combination of statistical and Natural
Language Processing (NLP) techniques 1o take out
linguistic features from the essays 1o be graded.
Essays are evaluated against a benchmark set of

of how to mine text writlen by students such that
these data can be present to a learning algorilhm
capable of learning and finally assign a grade.

human graded essays[2,12] Over 750000 Graduate
Management Admission Test (GMAT) essays have
been scered, with agreement rates between human
expert and system consistently above 97%. By
comparing human and E-Rater grades across 15

{est questions, the empirical results range from 87%
to 94% [21].

2.4 1otelliMetric

IntelliMetric, an AEG system developed by
Vantage Learning, is known as the first essay-
scoring tool that was based on Al [6,22,23].
IntelliMetric relies on NLP, which determines “the
meaning of a texl by parsing the text in known
ways according to known rules conforming to the
rules of the English language [25].

The analysis shown confirms that IntelliMetric can
reliably and accurately score student essays. Across
all educational levels and Literary writing,
IntelliMetric is able to achieve a very high rate of
agreement  with experl scores. IntelliMetric
achieved an exact agreement rale of 76% and an
adjacent agreement rate grealer than 99%. The
majority of models achieved a 100% adjacent
agreement rate. Finally, the Pearson correlations
belween the human and IntelliMetric scores
averaged 0.93 across all forty prompts, indicating
that the linear relationship between human scores
and IntelliMetric scores was exlremely strong [21].

2.5 Bayesian Essay Test Scoring sYstem (BETSY)

The final automated essay scoring system to be
mentioned in this paper is the Bayesian Essay Test
Scoring sYstem or BETSY, which was developed
by Lawrence M. Rudner. There are two Bayesian
models widely used in text classification: the
Muitivariate Bernoulli Model and the Multinominal
Model. [n the Bemoulli model, the conditional
probability of presence of a specific feature is
estimaled by the proportion of essays within each
category that include the feature. In Multinomial
model, on the other hand, the probability of each
score for a given essay is compuled as the product ol
the probabilities of the features included in the essay
[19]. The Bayesian approach includes key concepts
such as stemming, stop words, and feature selection.
Stemming denotes the process of eliminating suffixes
to get stems. For example, obtaining “educ” as a stem
for educate, education, educates, educational, and
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educaied. Stop words refer 10 various articles,
pronouns, adjectives, and prepositions. One approach
1w feature selection is the reduction in entropy. By
ninimizing entropy, it is pessible to pick the items
with maximom polential inlormation gain {19]. The
authors in [19] wscd about two text classification

3. The proposed {ramework
The proposed [ramework is shown in figure 1. The

mission is more similar to document clustering [16].

assume there are five groups {output clusters) with
scare (s through 2.0's as shown in figure,1. Then
the documents which act as the student answers are
presented as an input to the network and the ANN
learning algorithm can be trained lo leamn weights
{or cach of the connections in the neiwork using a
scl of scored responses.

Document collections

OO0 o0]
__E
& Leaming aigofithm >

Soore wiin Scorg wikh Sopre with Scode with Score with
Q 0.5 1¢ 1.8 20

Fig.l. Abstract view of the proposed system

3.1 Overall schematic diagram of the proposed
lramework

Figure 2. shows a schematic diagram of the
proposed framework which indicates that there are
five phases of thal proposed system (check
spelling,  document  tokenization, remove
slopwords, stemming to a root, and leaming
aigorithm). This system works as shown in figure
‘).

models that were calibrated using 462 essays with
two score points. The calibrated systems were then
applied to 80 new pre-scored essays, with 40 essays
in each score group. An accuracy of over 80% was
achieved with the described dataset [21].

&3 Student typing his or her ansvier

Check speling
Arvieveer
Agsass the free qf
answer and erars
notify the
student
Decument
fearning ajgorthm tokenizaton |
Sel of slemmed Setof
worgs ready lo COmMON
naxt plocess words

I Froduce the needed keywords
Stemming to a mn:‘lI

Remove
stopwords

Fig.2. Automated essay grading system’s overall
schema

3.1.1 Check spelling

Before we introduce the keywords (words found in
the answer) to the ANN, we first make a process
catled check spelling in order to assure that the data
that was written by the student is free of errors.

The check spelling process is a very critical step in
our algorithm because if we assume that a student
for example had written an answer as follows:
"Standard for netwrk connection"

Here the word network is musspelled and hence the
computer will treat the netwrk as a different word
than network (i.e. the network keyword takes a 0
weight). On the other hand, if the check spelling
used , it automatically correct netwrk to network
(i.e netwrk take here 1 weight). The check spelling
module notifies the student with the suggestions
and the student has the decision whether to accept
the modification or to ignore.

3.1.2 Document tokenization

The second phase is to identify useful features from
the student answer. This is done by breaking the
streamn of characters into words or, more precisely,
tokens as shown in figure.3. This is a fundamental
step to further analysis. Without identifying the
lokens, it is difficult to extract higher-level
information from the document. Breaking a stream
of characters into tokens is trivial for a person
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Tamiliar with the Janguage slructure. A computer on
the other hand would find the task more
complicated [24]. The reasen is thal certain
characlers are somelimes laken as a token
dehimiters and sometimes not, depending on the
nature of the problem being sotved. The characters
space, lab, and newline we assume are always
delimiters and are not counted as tokens. They are
often collectively called white space.
The characters () <>!7" are always delimiters
and may also be tokens. Also the characters ., : -
may or may nol be delimiters, depending on
their environment.
In the case under study, only the white space is
taken into consideration as a delimiter, For
cxample, if the first answer in the data sample is
pussed to the application, the culput would be a
matrix of “I"” “have”, “not™, “got™, “a”, and “clue”
terms.
To gel the best possible features, one should
customize the tokenizer for the available text—
otherwise extra work may be required after the
tokens are obtained. The reader also should note
that the ftokenizalion process s language-
dependent. The proposed work focuses on
documents in English. For other languages, the
general principles will be the same and the details
will differ,

Datument Cocument tohenlzer Tarms

Fig.3. Document tokenizes into a set of terms
through tokenizer.

3.1.3 Remove stopwords

Siop words, or stopwords, is the name given to
words which are filtered out prior to, or after,
processing of natural language data {text){9].

We trim the stopwords (e.g. "a", "the", "is", "was",
"gotl", "have") from the student answer in the
shown documents and treat the remaining words as
the keywords that arc used 1o distinguish good
essays from bad ones.

For example, the output from the previous step
{(lokenization)is taken and introduced as an input to
this current phase (remove stopwords) ; the output
would be only the word “clue” as a keyword ready
lo the next phase.

Hence, the presence or absence ol a word is to be a
measured attribute for each document (binary
weiphts). The results of the proposed case study is
shown in table 1. The table is a spreadsheet where
the cells are filled with one for the presence of a
word and zero for its absence.

3.1.4 Stemminog to a root

Stemming is the process for reducing inflected (or
sometimes derived) words to their stem, base or
root form — generatly a written word form. The
stem need not be identical 1o the morphological
root of the word, it is usvally sufficient that related
words map to the same stem, even if this stem is
not in itself a valid root {8).

Removing suffixes by automatic means is an
operation which is especiaily usefutl in the field of
Information Relricval {IR). In a {typical IR
environmenl, one has a collection of documents,
each described by the words in the document title
and possibly by words in the document abstract.
[gnoring the issue of precisely where the words
originale, we can say that a document is
represented by a vector of words, or Merms\. Terms
with a common stem will usually have similar
meanings, for example: CONNECT,
CONNECTED, CONNECTING,
CONNECTION,CONNECTIONS

Frequently, the performance of an IR system will
be improved if term groups such as this are
conflated into a single term. This may be done by
removal of the varicus suffixes "-ED, -ING, -1ON,
IONS" to leave the single term CONNECT. In
addition, the suffix stripping process will reduce
the total number of terms in the IR system, and
hence reduce the size and complexity of the data in
the system, which is always advantageous.

The nature of the task will vary considerably
depending on whether a stem dictionary is being
used, whether a suffix list is being used, and of
course on the purpose for which the suffix stripping
is being done [17).

The suffix siripping program will be given an
explicit list of suffixes, and, with each suffix, the
criterion under which it may be removed from a
word to leave a valid stem.

Ow stemming efforts in our research will be
restricted 1o the meore traditicnal Porter Stemmer
which follows the affix removal approach [17].
Hence the network trained on the keywords without
stemming and also with using stemming words
based on Porter stemmer algorithm, Table 2 shows
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the original words and the stemmed words of the case under study.

Tablel. Words mentioned in documents and their occurrence in rach document after removing the stopwords

Words DocO | Docl | Dac2 | Docd | Docd |'DocS | Docé | Doc7 | Doc8 | Doc 9
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Table2 Original words and stemmed words

Words before stemming Words after stemmlog | Words belore stemming Words alfer stenyming
acceplance accept arolocol protocol
allows allow provided provig
audio audio received receiv
clue clue rclated relat
conneciion connect remote remot
conversalion convess sending send
h.323 h.323 semnt seni
internet intermel standard standacd
150 150 streaming stream
level tevel style style
mapagement manag lelepliong telephon
meeting meet {ransmissions ransnHss
network network video vidco
project project videoconferencing videaconferenc
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3.1.5 Learning algorithm

Leaming veclor yuantization (LVQ) is a method
for training competiive layers in a supervised
manner. A compelitive layer automatically learns
to classily input veclors. However, the classes that
the competitive layer finds are dependent only on
the distance between input vectors. [f two input
vectors are very similar, the competitive layer
probably will put them in the same class. There is
no mechanism in a strictly compelitive layer design
to say whether or not any two input vectors are in
the same class or different classes. LVQ) networks,
on the other hand, leam to classify loput vectors
in1o 1arget classes chosen by the user [10].

LVQ is based on a set of input/targel pairs (n
pairs).

KPH"t)&(pzvfz)‘ """"""" ,(p”,f”)}

Each target veclor has a single 1. The rest of its
clements are 0. The 1 tells the proper classification
of the associated imput. For instance, consider the
following training pair.

1
0
Hcre there is an input vector (P1} of three.elements,
and each input vector is to be assigned to one of
four ¢lasscs. The network is to be trained so that it
classifies the input pattern (P1) as a one of the four
classes shown in "t1". .

Training phase: the teacher is responsible for
feeding the net with a set of pre-graded answers
and then the motivation for the algorithm is to find
the ouipul unit {grade) that is closest 10 the input

3.2 UML model of the proposed system

The Unified Modeling Language (UML) is a
language for specifying, visualizing, constructing,
and documenting the artifacts of software systems,
as well as for business modeling and other non-

software systems [1].

Models are the blueprints for systems. A blueprint
helps you plan an addition before you build it; a model
helps you plan a system before you build it. It can help
you be sure the design is sound, the requirements have
been met, and the system can withstand even a
hurricane of requirement changes.

Visiral modeling is the process of taking the information
from the model and displaying it graphically using a
standard set of graphical elements [26]. In this section,

veclor (answcer). The teacher trains the network
until it leamn the weights that have the ability to
correctly classify the differem types of studenis'
answers.
To train the network in order 1o obtain first-layer
weights that lead fo the correct classification of
input vectors, first set the (raining epochs to 150.
Then, use keyword train as follows:
net.trainParam.epochs = 150;
net = train{net,p,t);
In the experiment, the parameters were 28 input
neurons that represent the total number of
keywords , 14 hidden neurons, 5 output neurons,
150 as a number of epochs. Figure 4 shows this
architecture which is based on LVQ algorithm.

Input kayes
Hidden layesr

i Output layer

ks
U
tlue

ponnectian

Testing phase: In this phase, the student's answer of
the un-graded set is presented to the system. Then it
follows the pre-mentioned steps until converting
the answer into an input vector that can be
presented to the LVQ net in order to assign a grade.

both use case diagram and wactivity diagram are
presented.

A use case diagram

It present a graphical overview of the functionality
provided by a system in terms of actors, their goals—
represented as use cases—and any dependencies
between those use cases [1]. An actor is anyone or
anything that interacts with the system being buili. A
use case is a high-ievel piece of functionality that the
system will provide. In other words, a use case
illustrates how someone might use the systemn.

In brief, automated essay grading system's use case
diagram shown in figure 5 include three actors:
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- Admin who is responsible for

2.

managing and controlling access to
the system {give privileges).
Mmstructor who is responsible for
crealing an exam and browsing
student’s comments and suggestions
on the sysiem.

Studemt who is responsible for
enrolling an exarmn, receiving
feedback on his/her answer, and
submitting complains,

And the delalled use cases are as follows:

1-

2.

Take Exant which uses a Generate
Exam use case in order to prepare an
exam to the incoming student.

View feedback use-case which is
responsible for providing students
with feedback on their writing.
Comments and suggestions use-case
where the student can submit his/her
comments and suggeslions and the

instructor in lurn views these
commenis and suggeslions.

Get User Nume & Password cinld
use-case which give student and
instructor the ability 1o get their user
name and password to login to the
system.

Make Exam & Train network use-
case which uses pre-graded essays
where the instructor sets the exam
and then trains the neiwork on a set
of these pre-graded essays.

Update student profile child use-case
which notifies the student with any
updates in the profile.

Update instructor profile child use-
case which notifies the instructor
with any updates in the profile.
Manage access to the systen use-
case which manages login privileges
for both student and instructor.

Automated Essay Grading System

-End2

Camments & Suggesttons

AUSEss
Take Exam @

Student

Gel User Mame & Password

Fra-graded Essays

Ugxlate Sludend Profila

wexigndse

Manags Aczess 1o the Syslem

Make Exam & Train Network

Updale insiruciar profila

- Insiructar

Admin

Fig .5. use case diagram of the proposed system
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Activity diagram i- Student's activity diagram: student's
An activity diagram is a way to model the flow activity diagram {as shown in Figure.6.)
of events. The activity diagram is a UML mode! works as follows:
and it is a better way to describe the flow of 1-Start
events of the proposed framework components. 2-Get user name and password
Using text to describe the tlow of events is 3-If both user name and password are
more complex than using diagrams (1, 26]; comrect then goto step 5
aclivity diagram is mere readable from the 4- If no of iterations reach five then
prospective of customers. Activity diagrams goto 9
present the same information as a textual flow 5- Display a question
of events would, and it is easy 10 handle and 6-if student fill a blank answer then
understand. notify student and goto step 5
The following are three activity 7-1f student's answer has any etrors
diagrams(student, instructor, and admin}. These then goto check spelling engine else
diagrams were created to depict the flow of goto 8
events within the proposed framework models. 8- Assess the answer and notify the

student
9- Exit

!

;(Gel ey name & passv.ord)

Both uger namn & passaos
aen coneel 7

(T
(Mot
a(Swdent fill he answw)

(Prmride AN error |nlessaga'

|No] Swdent i aplank snswer 7

N ; 7 T X Nel
o ul Ilf:n‘ll)c.!‘: 1A § . ! Check speller engine

S > l [Yes] Asswar hasfariors i speling ?
- [Yes) {[Yes

fify student with suggostions)
Fyeop—

aradifications 7 ‘Ya‘sj

h
(Autnmalod Essay Grading Englne)

(_Ass.ign a grate & notify studenD

:

Fig.6. student’s activity diagram
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3- admunistrator's activity diagram: [t works
as follows as shown in Figure 8:

2- Instructor's activily diagram: It works as
follows as shown in Figure 7 :

}-Start

2-Get user name and password

3-If both wser nawe und password arc
correct then goto step 3

4- If no of iterations reach five then gofo
i

3- if instructor fike to set exam then goto
7

6- If instrucior like o browse comments
and suggestions then golo 10

7-Train neiwork with a set of pre-graded
essays

8-Test network ta measure the
performance of the network

{-Start

2-Manage accuunt

3- New account or ofd account

4- If new account then goto 6

5- If ofd account then goto 9

G- Student or instructor

7- If student then set account, sef
student privileges, rotify student, and
goto 12

8- If instructor then set account, set
instructor privileges, notify instructor,
and goto 12

9- Modify or delete account

Y-Add the yuestion to the DB and goto I
10- Display students’ commenis und

10-If modify then update account,
notify either student or instructor and

suggestions and instractur either reply or goto 12
not 11- if delete then deleie account
if- Exit ] 2-FExit
—)(Gel user namea & password)
|
|Both user name & password are cortect?)
[Yes) LA |Sel exam & lrain the netwoik |

-
[No)
‘L [Browse sludenl's commoants & suggeslions |

(Leam the natwark with a sel of students’ answars and their grades)

Pravide an error message

do. of herallons reach 5 7 (Display students oommants)
[No]
<‘( Reply ? (Tesl network to measure the performance o@
[Yes]
b
Qdd the question to axam DB)
fYes] IN N

ol (Send instructor's rep@

Fig.7. instructor's activity diagram
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|Old acoount|

>

=Remaova accouni]
{New account]

(Student] IModify accounl)

Instructor]

|

h N
el accounl & notify inslruclo) {Sa accounl & notlfy studanl) (Mod:l’y accoun l Gemcwe amnl}

' Set inglructor privileges ' @at smdmlpﬁvllagg
J{ N b } /

Managing accounls
[compheted]

Fig.s..administrator's activity diagram

The following table shows the answers of students

4. Data sample which are used as data sample in this case study.
For this study, the same data sample found in [13] Both answer No.6 and No.8 are the same so that
is used and the essay question is "what is H.323 _these answers are treated as an only one document
standard? (2pts.}". (pattern) such that there are nine answers as a total

number of document collections.

Table3. Data sample

Doc 1D Document Text Score
0 I have not got a ¢clue 0
1 A level of acceptance 0
2 A standard for remote meeting protocol 1.5
3 This is a standard for videoconferencing 1.5
4 H.323 is an Internet standard that allows audio to be sent and 2

received in the style of a telephone conversation "
5 The standard used for videoconferencing and sending streaming 2
audio and video via the Internet
6 Standard for videoconferencing transmissions 1.5
7 1t is the standard provided by 1SO and related to project 0
management
8 Standard for videoconferencing transmissions 1.5
9 Standard for network connection 1
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5. Results reached in [13]. Finally, it seems that ANN
Afler training the neural network on the previously achieves good results and could be an effective
shown answers and iry testing the neural network, appreach 10 handle this kind of problems. It is
we found that all answers are correctly classified noteworthy that the architecture of the essay
except only one answer was misclassified and also grading systemn does not take the humnan reader out
the results show no changes in the output either of the loop. Indeed, because the system requires
using stemming or not. The reason is that the data initial training sets of manually graded essays. A
sample used here is not too large to make drawback for this system is the requirement of a set
stemming affect the results obtained. of pre-graded responses that are needed to train the
network. [n some cases, the system may need more
Table 4. Final results- than 20 essays in order to build a refiable network
Technique used Grading accuracy 3 be able to correctly grade the answers. This would
obstacle in the datasets that are small. We are
| Technigue used un {3 . 75% currently experimenting with an interactive system
Proposed technigue withowt 85% .
sienming that can be used to improve, or extend, the model
Praposed  rechnique  with 85% automalically even when the data sefs are small. A
stemming future enhancement to the above mentioned
o framework would be the extraction of semantic
6. Conclusion and future work features included in the answer such as length of
In this,paper, an essay grading system is proposed essay, word count, amount of punctuation, and
to aytomalically assess sludents’ essays based on choice of vocabulary. Algo how much the sentences
neural networks. This system is implemented using are logically connected (organization of ideas) is an
MATLAB environment(5]. The results show interesting open question. 1n the future work Arabic
accuracy 85% which clearly better than results €55ays will be investigated.
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